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INTRODUCTION

Existing approaches to “bridging”. The standard “calculus trilogy” and comparable courses
are usually geared towards more general student population, not only those students who may
be interested in the methods of proving mathematical statements and a more rigorous intro-
duction to higher mathematics. The emphasis of such courses is often closer to the applications
of mathematics, not to its theoretical aspect.

So, a transition from these general mathemat-
ics requirements to proof-heavier courses like
Real Analysis or Modern Algebra has to hap-
pen at some point between these two groups
of courses and a course in which this transi-
tion happens is often referred to as the bridge
course. There are three standard approaches
to “bridging”.

The first approach is to require a specific course, like Linear Algebra, for example, which
introduces students to basic elements of proofs and then to start Real Analysis or Modern
Algebra courses with further introduction to proofs and some prerequisites before the standard
material which these courses cover. This approach patches the problem to an extent, but an
introduction to proofs using only the statements of Linear Algebra may cause a student to
associate the proofs in general only to the Linear Algebra material. In addition, covering the
standard required material of Linear Algebra may not leave enough space for a gradual and
thorough introduction to proofs. Starting Real Analysis and Modern Algebra with an extensive
introduction may cause some standard topics of these course not to be covered.

The second approach is to require a specific course, often containing the word “proot” in the
title (e.g. Introduction to Proofs), which focuses specifically on proving various mathematical
statements. This does provide an introduction to proofs, but a possible lack of cohesion between
the statements the students are expected to prove can make the proving techniques seem almost
random to a novice. A good number of such courses are notoriously hard to students, dreaded
by mathematics majors and avoided by other majors.

The third approach is to require students to take a Discrete Mathematics course. Such a
course typically contains some of the topics this text also contains, but they are often covered
with a focus on applications of mathematics in Computer Science, not with a focus on intro-
ducing students to proofs. In addition, a typical Discrete Mathematics course contains a good
number of topics which are prerequisites for applications of mathematics in Computer Science,
not for the upper level mathematics courses.

The main goals of the course which uses this text. This text is an attempt to present
the material for a bridge course without the above mentioned downsides: this material is for a
single (one-semester) course solely dedicated to
e presenting a background and prerequisites for some upper-level mathematics courses
through
e an introduction to mathematical proofs, logical reasoning, and the language of modern
mathematics.
In addition, the students are also

e introduced to various areas of mathematics and as well as to reasons for their study.
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The material is presented with a cohesion: the subsequent sections relate to the previous ones
and there is an arc in the story-line: the material can be seen as a journey from the very basics
of mathematical arguments, via the main objects of mathematics (sets, relations, and functions),
eventually reaching the formation of the number sets and ending with the formation of the
(algebraically closed) field of complex numbers. Proofs using different techniques are present
in every section and they elevate as the course progresses. While the focus is on mathematics
and not Computer Science or other disciplines, the material is suitable for students majoring
in non-mathematics disciplines who may be interested in higher mathematics or in mastering
techniques of proving mathematical statements.

In addition, this text is written with another goal in mind: to introduce students to ar-
eas of higher mathematics. Besides prerequisites for Real Analysis and Modern Algebra,
the course contains prerequisites for any of the following undergraduate courses: Topology,
Complex Analysis, Set Theory, Logic, Graph Theory, and some others, and, in addition, pre-
requisites for general graduate courses in pure mathematics. As the necessary requirements of
a mathematics major tend not to include an introduction to history of mathematics, we include
historical remarks whenever possible. We also present some major results which shaped
modern mathematics.

The introduction to proofs is gradual: most of the text does not even contain the
references to propositions or theorems, only to exercises, examples and practice problems. The
label “proof” is used for the first time only after Cantor’s Theorem in section 6. The absence

of the labels theorem, proposition and corollary 1
until section 10 may cause some eager students

to feel like they are not mastering the tech-

niques of proving such statements before sec- é é 2
tion 10. This sentiment of the seeming lack of

a fast progression was shared with the main

character, Daniel, of the 1984 movie Karate é é é 3

Kid. Harassed by bullies and wanting to learn

to defend himself, Daniel becomes a student of a karate master, Mr. Miyagi. However, instead

of an instruction in karate, Daniel is given menial tasks of painting the fence, sanding the
wooden floor, and waxing Mr. Miyagi’s car (“wax on, wax off” was Mr. Miyagi’s input). After
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practice problems

getting frustrated, Daniel complains to Mr. Miyagi. In response, Mr. Miyagi demonstrates that
the repetitive movements enabled Daniel’s muscle to develop “muscle memory”and provided
essentials for growing his defensive skills. Daniel indeed masters karate soon after.

We adopt Mr. Miyagi’s wax-on-wax-off method as our approach to presentation: ex-
amples, exercises, and, at the end of each section, practice problems are, in fact, lemmas,
propositions and theorems and their solutions are, in fact, proofs. By the end of the course,
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students’ abilities to prove more complex state-
ments will be significantly developed.

The content of sections. Sections 1 and 2
provide background in logic needed both for
the presentation in the rest of the text and
for understanding the basics of proofs (for ex-
ample, techniques of proving a statement of
the form “if P, then @)”). These sections also
facilitate students’ writing and understand-
ing of mathematical statements in subsequent
courses. For example, knowing how to move
a negation through the quantifiers and logi-
cal connectives facilitates the understanding of
showing that a function is not continuous at a
given value of the domain in Real Analysis.

Section 3 contains an introduction to sets, ba-
sic objects in almost all areas of mathematics.
Some most relevant operations and relations
on sets are introduced. By proving basic prop-
erties of those, students get a further exposure

to proofs.
Section 4 contains an introduction to rela- %4
tions. Equivalence relations enable one to An implication

create a new set by “equating” elements of another set. This construction is used in subsequent
sections: when integers are created from natural numbers, rationals from integers, and reals
from rationals. This construction is also relevant

for understanding some prominent definitions
in Modern Algebra (for example that of a quo-
tient of a group with respect to a normal sub-
group). Partial order relations introduce a
concept of hierarchy among elements of a set.
This hierarchy is present when working with
intervals of real numbers and with concepts like
lower and upper bound, minimal and maximal
elements and supremum and infimum.

Section 5 focuses on another fundamental
concept of mathematics, functions, and the
related concepts such are domain, codomain,
image and inverse image of sets, inverse func-
tion, and a bijective correspondence. These
notions are prominently used in almost all ar- > /
eas of mathematics: from homomorphisms on A mapping
specific algebraic structures in Modern Algebra
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and continuous functions on topological sets (giving rise to the concept of continuity on metric
spaces) to generalizations of sets and functions as in category theory.

The concept of a bijective correspondence
from section 5 is essential when introducing
cardinality in section 6 and when answering
the following questions: Do any two sets with
infinitely many elements have the same num-
ber of elements? If not, how do we measure
different infinities? What do we even mean by
“the number of elements” if this number is not

finite? Cantor’s Theorem, shown in this Cardinals?

section, opens the doors to Continuum Hypothesis which eventually leads to Godel’s Incom-
pleteness Theorems.

The natural numbers are introduced as finite cardinals in section 7. Section 7 contains an
extensive part on mathematical induction.

The consideration of functions which are compatible with operations on sets leads to ho-
momorphisms and the consideration of equivalences which are compatible with operations
on sets leads to congruences. These concepts, as well as the idea of diagram chasing, are
considered in section 8. Besides their use in Modern Algebra, the creation of the number sets
Z and Q involves congruences.

In section 9, the integer numbers are formed from the natural numbers and then the
rational numbers are formed from the integers.

In section 10, we introduce the real num-
bers as the equivalence classes of Cauchy se-
quences. We opt for using Cauchy sequences
instead of Dedekind cuts or axiomatic ap-
proach because of the study of convergent se-
quences in Real Analysis. This section also
includes some “classic” results as, for exam-
ple, the proof that v/2 is not rational, that the
cardinal equality ¢ = 2% holds, and that the
rationals are dense in the reals. In this sec-
tion, the terms lemma, proposition, theorem,
and corollary are introduced.

In section 11, we finish the process of enlarg-
ing number sets by reaching the complex
numbers. The Fundamental Theorem of Algebra shows that we do not need to go any further
- constituting an algebraically closed field, the complex numbers are indeed the end of the road
not just for us in a semester but also for the progression N, Z, Q, R, C which needs no further
expansion.

E

1+

The golden ratio =5

Lia Vas,
fall 2023
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1. FUNDAMENTALS OF LOGIC

Building solid fundamentals. Let us start
the story of Fundamentals of Mathematics
with David Hilbert who was looking for an
overarching treatment of the existing math-
ematical theories in the early 20th century.
Such a treatment is also supposed to ensure
that no contradictory statement can be de-
duced with in a given theory. Hilbert also
wanted to distinguish the axioms, the state-
ments whose validity we do not question, from
provable claims (like theorems and proposi-
tions) whose validity we demonstrate.

For example, the statement that every two points determine a line, known as the Euclid’s
Fifth Postulate, was accepted to be true. However, through the centuries, mathematicians had
problems proving this claim, so they begin to doubt its validity in just any theory we may want
to call a “geometry”. And, indeed, by the early 19th century, models of geometries in which

Euclid’s Fifth Postulate fails begin to emerge.
point
) \| ]
/
given

given line b
- point infinitely many parallel lines through a point

no parallel lines through a point

given
line
given point

unique parallel line through a point

Without going into these different geometries (the on geometry has more details), the Fifth
Postulate illustrates how certain claims can be taken as azioms, the statements which we
assume to be true and use to build a certain theory, and that those should be distinguished
from statements whose validity can be shown from the axioms using the specified rules called
the rules of inference. So, if the Euclid’s Fifth Postulate is accepted as an axiom, one builds
a geometry, called Euclidean geometry, in which there is only one line passing a given point
and not intersection a given line.

In his book “The Foundations of Geometry”, published in 1899, David Hilbert proposed a
list of assumptions in order to create a foundation for such treatment of Euclidean geometry.
Hilbert also proposed that our mental perception of a “point”, a “line”, and a “plane” does not
have to matches the expected representation when building non-Euclidean geometries, like, for
example, as in the second geometry model above in which “lines” are large circles on a sphere).

Hilbert’s treatment of geometry gave rise to a more general idea: an area of mathematics
should be build on specific assumptions, the axioms, and the rules, the rules of infer-
ence, which specify how one derives statements from the axioms. For example, the following
argument, known since the antique times, is a rule of inference.

All men are mortal. Socrates is a man. Hence, Socrates is mortal.
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If one builds a mathematical theory in this way, one of the main concerns is whether such a
theory is consistent, i.e. whether assuming that the axioms are true, the rules of inference do
not produce a false statement.

Just two years after Hilbert’s Foundations
of Geometry was published and when his ideas
of axiomatic treatment of mathematical theo-
ries started being circulated, Bertrand Russell
noted a dramatic paradox in set theory, one of
the most basic theories in mathematics.

We present this paradox in its set theoretic
form section 3. For the time being, we present
two non-set-theoretic versions of it.

(1) The barber paradox. Say that a barber is defined as a person who shaves those and
only those who do not shave themselves and a person is not a barber if somebody else
shaves them. The question is who shaves the barber. If it is somebody else who shaves
the barber, then this barber would stop being a barber. If the barber shaves himself,
then that barber would also stop being a barber. Thus, any answer to this question
results in a contradiction.

(2) The liar paradox. A liar says ' am lying’. If he is lying when saying that, then what
he says is not true, meaning that “I am not lying” is true, so he is not lying. If he is not
lying when saying that, then the statement “I am lying” is true, so he is lying. Thus,
we arrive to a contradiction in either case.

Between 1910 and 1930, Russell and A. N. Whitehead published three volumes of Principia
Mathematica (the Principles of Mathematics) which presented an approach of building symbolic
logic formally and an attempt to solve the paradoxes that became evident in logic and set theory
at the turn of the 20th century (including Russell’s paradox).

While the Russell-Whitehead treatment
pawed a way of the formalism in today’s math-
ematics, a finishing touch to it was made
by the work of Kurt Godel. In 1929, he
proved the Consistency Theorem (stating that
a statement which is known to be true within
a “simple enough” theory can be proved in
that theory), and, in 1931 he showed his In-
completeness Theorems (stating that a “suf-
ficiently complicated” theory contains state-
ments which are true but which cannot be
proven within that theory). Section 6 has more
details.
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If you like comic books and are interested

I-“GIEUM IX in these topics, a comic book Logicomix: An

Epic Search for Truth (written by Apostolos

B Doxiadis and Christos Papadimitriou and illus-

trated by Alekos Papadatos) covers the topics
presented so far in more details.

We start our own “epic search for truth” by

studying the simplest and most fundamental
logic, the propositional logic.

AN EPIC SEARCHEOR TRUTH Propositional logic. Logic is often defined as
AT the study of reasoning. While we use reasoning
i in everyday life, logic considers reasoning from

a more formal perspective, by building a system with specified rules of inference to deduce
whether statements are true or false. Propositional logic is a study of the validity of arguments
involving sentences or statements built from simpler sentences represented by letters using
propositional connectives.

We represent specific sentences by symbols. For example, we can use p, ¢, r etc. We also use
the symbol T to denote “true” and L for “false” and refer to these as the truth values. For
example, if p is the sentence “Philadelphia is a city in the United States”, we can say that the
truth value of p is T and if ¢ is the sentence “Philadelphia is the capital of Spain” we can say
that the truth value of ¢ is L.

Implication. Necessary and sufficient conditions. The arguments “If I do not water the
plans, they will die.” or “If I study, I will pass the next exam.” are further examples of informal
reasoning. While informal, these examples have the same basic format: based on a premise,
antecedent, or an assumption presumed true, one makes a conclusion, consequent or an
inference. If p denotes the premise and ¢ a conclusion, the sentences above can be represented
in a format

if p then q.

As we are assuming the premise p to be true, we conclude that ¢ is true. Instead of being
interested in the truth of the two specific examples above, in formal logic we are interested in
the validity of the argument that, assuming that the assumption is true, we deduce that the
conclusion is true. To simplify the notation, we can also use the symbol = and write “if p then
q” shorter as

P=q.
This introduces an operation = on statements. It produces a new statement p = ¢ given two
statements p and ¢. The operation = is called an implication or a conditional.

If p is true and if, assuming p, we deduce the validity of ¢, the implication p = ¢ is true.
Thus, the truth value of

T=T

is T. Assuming that I watered the plans and that I studied for the exam, it is true that my
plants are not dead and that I passed the exam.

If we deduce a false statement from a true premise, we made a faulty reasoning: assuming
that I watered the plants, it is false to conclude that they died (let us not consider subtleties
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such as overwatering). Thus, the truth value of
T=1

is L.

To indicate that a conclusion of any sort, true or false, can come out of a faulty premise,
both 1. = T and L = 1 have the value T. Thus, both sentences below are considered to be
true.

If Philadelphia is in Europe, then the sky is blue.
If Philadelphia is in Europe, then I can fly to the Moon.

The examples as above illustrate the reasoning behind the definition of the implication values
as in the table below.

=|T L
T T L
LT T

Another common way to represent the validity of p = ¢ for any possible truth value of p and
q is as in the following truth table.

|p

e
o e
H =

The statement of the form “q only if p” is different that the form “if p, then ¢”. While
p = q abbreviates the latter, “q only if p” states that if p does not hold, then ¢ does not hold
also (i.e. ¢ cannot hold without p holding), so if ¢ is true, then p must be true. Thus, “q only if
p” can be represented as ¢ = p. For example, “Vee will get a tattoo only if Bee gets a tattoo”
is the same as saying that “If Vee has a tattoo, then Bee also has it”.

In the implication p = ¢, ¢ is also called a necessary condition for p because having p it
is necessary to also have gq. The condition p is called a sufficient condition for ¢ because to
have ¢ it is sufficient to have p.

For example, as the statement “if 9 divides a number, then 3 divides that number” is true,
we say that 9 dividing a number is sufficient for 3 dividing a number and that 3 dividing a
number is necessary for 9 dividing a number.

Negation, conjunction, disjunction, and equivalence. The negation of a sentence p is
denoted by —p. For example, the negation of “Mary has a little lamb” is “Mary does not have
a little lamb”. If p is true, —p is false and if p is false, —p is true so the negation has the truth
table below.

p|™p
T L
LT

The conjunction of two sentences p and ¢ is a sentence of the form “p and ¢”. For example,
“I am tired and I am hungry.” is an example of a conjunction of two sentences. Using A for
this operation, we write this conjunction as

pPAg.
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The conjunction is true only if both p and ¢ are true. So, the truth table for conjunction is
given below.
[PAg

o
-S>

The disjunction of two sentences p and ¢ is a sentence of the form “p or ¢”. Using V for
this operation, we write
pVgq
for disjunction. The disjunction is true if either one or both p and ¢ are true. Thus, the truth
table for conjunction is given below.

S

Note that the disjunction above is inclusive: for example, a person being left handed or right
handed does not include the possibility that a person is ambidextrous. This should not be
confused with the exclusive or as in the “either ... or ...” format. For example, if a road forks,
one can go either left or right, but one cannot go simultaneously on both sides.

The equivalence or a biconditional of two sentences p and ¢, denoted by p < ¢, is a sentence
stating that p and ¢ have the same truth value: if p is true, then ¢ is true and if p is false then
q is false, or, stated more concisely, p is true if and only if q is true. Thus, the truth table of
the equivalence is as below.

plalpeqg
TIT[ T
Tl L
1T L
Ll T

For example, “Bee and Vee travel only together” is an example of an equivalence because it
implies that Bee travels only if Vee travels and Vee travels only if Bee travels.

The equivalence p < ¢ is true exactly when both “gq, if p” and “q, only if p” are true. In this
case, the condition p in p < ¢ is both necessary and sufficient for q.

Exercise 1. (1) Given the abbreviation below, express the following English-language sen-
tences into sentences of propositional logic.

p stands for “The sky is blue.”
q stands for “It is not raining.”
r stands for “There are no clouds.”

(a) The sky is blue or there are clouds.
(b) If it is raining, the sky is not blue.
)
)

(¢) The sky is blue only if it is not raining. E
(d) A sufficient condition for it to rain is that the sky is not blue.
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(e) A necessary condition for the sky to be blue is that it is not raining.
(f) There are no clouds if and only the sky is blue.
(2) Using appropriate abbreviations, represent the next statements as sentences of propo-
sitional logic.
(a) A polygon is a triangle if it has three sides.
(b) A polygon is a triangle only if it has three sides.
(c) A sufficient condition for a number to be divisible by 4 is that it is divisible by 8.
(d) A necessary condition for a number to be divisible by 4 is that it is divisible by 2.

Solution. (1) (a) pV =r, (b) =g = —p, (¢c) p=q, (d) =p= —q, (e) p= ¢, (f) r & —q.
(2) Let p stand for “A polygon is a triangle” and ¢ stand for “a polygon has three sides”.
The sentence in part (a) is ¢ = p and in part (b) p = g.
Let p,q and r stand for statements that a number is divisible by 8, 4, and 2. respec-
tively. The sentence in part (c¢) is p = ¢ and the sentence in part (d) is ¢ = 7.

Statements of propositional logic. The operations symbols —, A, V,= and < are propo-
sitional connectives and they are used to build more complex sentences from simpler ones,
starting with sentences denoted by letters p,q,r.. ..

Any sentence built up by application of the propositional connectives has a truth value that
depends on the truth values of the constituent sentences. For example, ((—p) A q) = 7 is
an example of a sentence of propositional logic and the truth values T, T, L of p,q, and r,
respectively, produces the value T of the sentence.

Even more formally, a statement or a sentence of propositional logic is any expression
obtained recursively in the following way:.

(1) All statement letters p,q,r, ... are statements of propositional logic.
(2) If P and @ are statements of propositional logic, then (=P), (PAQ), (PVQ), (P = Q),
and (P < Q) are statements of propositional logic.
(3) Any statement of propositional logic is obtained by finite number of application of steps
(1) and (2).
Thus, the formulas (=(p V q))), ((—p) < (—¢q)) are sentences of propositional logic while the
formulas p =, p(—q), or p A q) are not.
We suppress the use of parenthesis around —P and around the entire statement so that
—=p shortens (—(—p)) and —p = —¢ shortens ((—p) = (—q)).
We also assume that A and V are stronger than = and < in the same sense as multiplication
is stronger than addition. So, just as we assume that 3z + 2 stands for (3x) + 2, we assume
that p V ¢ = —p stands for (p V q) = —p, or, restoring all parentheses, for ((p V q) = (—p)).

Exercise 2. For all the sentences below which are sentences of propositional logic, restore all
parentheses.

(1) =p= =g A-p (2) p=q=r
(3) —~pV—q (4) ~=(p=pVaq)
(5) =—p=gqVr (6) pg=r.
Solution. (1) ((—p) = ((—q) A (—p))). (2) This is not a sentence of propositional logic

because it is not clear whether it is supposed to abbreviate (p = ¢) = r or p = (¢ = 1)
which are not equivalent: the first expression is true when p, ¢, and r have values 1, T, L
and the second is false for this set of truth values of p,q, and . (3) ((=p) V (—q)), (4)
(=(=(p = (pVvaq)))), (5) ((=(=p)) = (qVr)). (6) This is not a sentence of propositional
logic because there is no connective between p and gq.
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The language we developed by considering the sentences of propositional logic is the object
of our study and we refer to it as the object language. The language we use to talk about
it is called the metalanguage. For example, p V ¢ is a sentence of the object language and
“pV q is true if either one or both p and ¢ are true” is a sentence of the metalanguage we use
to talk about the object language.

Truth tables. Every truth value of each letter of a sentence of propositional logic uniquely
determines the truth value of the sentence. In an example above, the truth values T, T, L of
p,q, and r, respectively, produce the value T of the sentence —p A ¢ = r (recall that this is an
abbreviation of ((—p) A q) = r ).

Considering all possible truth values of the letters of a sentence produces all possible truth
values of the sentence. This can be computed by a truth table listing first all possible truth
values of the letters, then the values of parts of the sentence constituting the sentence by
recursive application of step (2) above. So, for a sentence containing n letters, there are 2"
possible truth values. For example, below is a truth table for the sentence —p A ¢ = r. Note
that the sentence has 3 letters so there are 22 = 8 non-leading rows in the table.

PAG|TpAg=T

FERFREAAAAR
FEAARE A
FAE A A~
AAAAF g
FEAARE
A4 A4A4-44

Every sentence with n letters determines a truth function which has the set of 2™ possible
truth values of the letters as the input and the corresponding truth values in the last column
as the output.

Exercise 3. Write the truth tables for the following sentences.

(1) pVg=-pAgq (2) p=(~qg=r)

Solution. Let (1) denotes the first sentence and (2) the second.

—~
[\
~—

g =T

—~
—_
~—

— ==

<
442

L
— ==
FEEREAAAAS
AR A
e e e s
A e I S Sl e S
A Al e I e e
e e
e e e e e
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Tautologies. If all the output values of the truth function of a sentence are T, the sentence
is said to be a tautology. Another way to say this is that a sentence is a tautology if it is true
for any value of the letters it contains. If P is a tautology, one writes

=P
using the double turnstile symbol . Tautologies have a special significance because of their
use in mathematical proofs.
For example, the sentence p V —p is a tautology because the truth table for this sentence is
as follows.

pl-p|pV-p
TIL] T
LT T

The tautology p V —p is called the law of excluded middle to indicate that either p is true
or false and that no third possibility exists (Latin “ tertium non datur”). This law dates back
to Aristotle who noted that “it is not be possible to be and not to be the same thing”.

As p V —p is a tautology, a statement of the form P V =P is true for any sentence P.
This enables us to prove that some sentence P is true by showing that —P is a contradiction.
For example, the argument in Russell’s paradox in section 3, the proof of Cantor’s Theorem in
section 6, and the proof that v/2 is not a rational number in section 10, all contain the argument
that there is no other possibility but P or not P for some statement P.

A digression. Some non-classical approaches. The law of excluded middle was not ac-
cepted in intuitionistic logic. To an intuitionist, the claim that an object with certain properties
exists is a claim that an object with those properties can be constructed. Thus, if P is a state-
ment which we neither proved nor disproved, then the statement P V =P is not proven and,
hence, not true in intuitionist logic.

There are also logic systems which allow more values then just true and false. For example,
the truth values in fuzzy logic are real numbers between 0 and 1 and the truth value of, say .3
can be interpreted that the statement has 30% chance of being true.

There are other non classical approaches which either extend or deviate the classical logic
(modal logic, quantum logic, dynamic semantic, and others besides fuzzy logic and intuitionist
logic).

Logical implications. A sentence P is said
to logically imply @ (or that @ is a logical
consequence of P if every truth assignment to
the statement letters of P which makes P true
also makes () true. We write this as

PEQ or P .Q

and say that deducing () from P is a valid argument. For example, deducing that 3 divides a
number if 9 divides it is valid. O the other hand, deducing that 9 divides a number if 3 divides
it is not valid (3 divides 6, for example, and 9 does not divides 6).

Note that the implication P = (@ is true exactly when every truth assignment of the letters
in P which makes P true also makes @) true. Thus, P = @ holds exactly when P = @ is a
tautology:

PE=Qifand only if = P = Q.
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Thus, a sentence of the form
P = Q is a tautology if and only if assuming that P is true implies that Q) s true.

To show that P = @) is a tautology, one may not need the entire truth table for P = @Q: it
is sufficient to consider the truth values which make the antecedent P true and to check that
these values necessary make the consequent () true as well. For example, let us consider the
sentence

pA(p=4q) =q
which states the argument known as Modus Ponens: assuming that p is true and that p = ¢
is true, one concludes that ¢ is true. To show that this argument is logically valid, we can
assume that p is true and that the implication p = ¢ is true. Hence, this last implication is of
the form T = ¢. As T = L is false, if the implication p = ¢ is true, then ¢ necessary has to
have T value, so q is true.

Alternatively, one show that this sentence is a tautology by considering its truth table, below.

plalp=alpAp=9|pAp=q9 =4
TIT| T T T
TIL| L 1 T
(Tl 1 T
Ll 1 T

As the truth tables become quite large for sentences with more than a few letters, the first
approach used is more efficient and more elegant than using the truth tables.

Exercise 4. Show that the sentences below are tautologies without using the truth tables.

(1) p=pVyq
2) p=(p=4q)
(3) -pA—qg= ~(pVq)

Solution. (1) Assume that p is true. As the disjunction is true if one of the terms of it is true
and p is true, we have that p V q is true.

(2) Assume that p is true. Then —p is false. As the implication is true if the premise is false,
we have that —p = ¢ is true.

(3) Assume that =p A —q is true. As a conjunction is true of both of its constituting sentences
are true, we have that —p and —¢ are true, so both p and ¢ are false. Then p V ¢ is false so
=(pV q) is true.

Recall that an alternative way to show that the three sentences above are tautologies is to
create their truth tables and to check that the last column consists of only T values.

Showing that a sentence of the form P = () is not a tautology. Both sentences from
Exercise 3 are not tautologies because their truth tables contain L in the last column. A
sentence of the form P = (@) is not a tautology if there are

truth values which make P true and Q) false.
If one is not interested in the entire truth function of a sentence but only whether a sentence
is a tautology or not, one can argue as in the solution of the exercise below.

Exercise 5. Show that the sentences below are not tautologies without using the truth tables.

(1) pvg=-pAgq
(2) p=(ng=r1)
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Solution. (1) Assume that pV ¢ is true and look for the truth values which make —p A ¢ false.
The truth of p V q implies that either p or ¢ is true. As —p A ¢ is false if either p is true or ¢
is false, we arrive to the values T for p and L for ¢ which make p V ¢ true and —p A ¢ false.
So, with these values, the implication pV ¢ = —p A ¢ is false. This answer is confirmed by the
truth table from Exercise 3.

(2) Assume that —p is true (so that p is false) and that —¢ = r is false, so that —q is true
and r false. Thus, ¢ is false. This brings us to the values L, 1, 1 for p,q and r which make the
sentence false. This answer agrees with the truth table from Exercise 3.

Note that the truth values for the letters which make the sentence false may not be unique
in general.

Logical equivalences. One particularly important group of tautologies are tautologies of the
form P < () asserting that the sentences P and () are logically equivalent that is, that P
and ) have the same truth value for any truth value of their letters. To show that P and @
are logically equivalent, it is sufficient make a truth table listing all the possible values of P
and @) and check that they are the same. In addition,

P and @ are logically equivalent if and only if P = @ and Q = P.

Thus, to show that P and @) are logical equivalent, it is sufficient to show that P = () is a
tautology and that () = P is a tautology. To show that P and () are not logically equivalent,
it is sufficient to show that either P = () is not a tautology or that () = P is not a tautology
(note that one of these two implications may be a tautology).

The next exercise illustrate this.

Exercise 6. Show that the first two pairs of sentences below are logically equivalent and that
the second two pairs of sentences are not logically equivalent.

(1) Pisp=qand Q is =¢ = —p.

(2) Pisp=(¢g=r)and QispAqg=r.
(3) Pispand Q is pAq.

(4) Pis(p=q)=rand Qisp= (g=r).

Solution. (1) Showing that P = @ : assume that P is true. As @ is an implication, assume
that the premise —q is true, so ¢ is false. As p = ¢ is true, then p has to be false. Hence,
the conclusion —p of () is true, showing that @ is true.

Showing that () = P : assume that @) is true. As P is an implication, assume that
the premise p is true. As —g = —p is true, and the conclusion —p is false, the premise
# ¢ has to be false. Hence, ¢ is true. So, the conclusion ¢ of P is true, showing that P
is true.

(2) Showing that P = @ : assume that P is true. As () is an implication, assume that the
premise p A ¢ is true, so both p and ¢ are true. Thus, the premise p of P is true which
means that the conclusion ¢ = r is also true. As the premise ¢ of this implication is
true, the conclusion r has to be true. This shows that the conclusion r of @) is true.

Showing that () = P : assume that () is true. As P is an implication, assume that the
premise p is true, and show that the implication ¢ = r is true. To show that, assume
that the premise ¢ is true. Thus, both p and ¢ are true and so the premise p A ¢ of )
is true. As @ is true, this implies that the conclusion r is true. This shows that the
conclusion r of the implication ¢ = r is true and so P holds.
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(3) Note that @ is true if both p and ¢ are true and P is true when p is true. Thus, @ is
“strictly stronger” than P indicating that P = (@) is not a tautology. Indeed, if p is true
and ¢ is false, then P is true and () is false.

(4) Try to develop a sense whether P = (@ is not a tautology or () = P is not a tautology
(or both). In this case, the first implication is, in fact, a tautology (assuming that P
and p and ¢ are true, implies that r is true). So, we need to show that Q = P is not
a tautology. Assume that (@) is true, that the premise p = ¢ of P is true, and that
the conclusion r of P is false. Having the truth value for r, look for the values of p
and ¢ which make p = ¢ true and () true. There is more than one option here, for
example p being false and ¢ being true, or both p and ¢ being false. Either of these two
assignments make () true and P false.

Some widely used tautologies which have the form of logical equivalences include the asso-
ciativity and commutativity laws for A and V.
Associativity for A\: pA(¢gAT) S (PAg) AT
Associativity for V: pV (¢Vr)< (pVag Vr
Associativity laws enable us not to consider parenthesis in expressions which contain multiple
conjunctions or multiple disjunctions. For example, the sentence ((pV q) V)V s can be written
as pV qVrVs without ambiguity. Note that = is not associative (see part (2) of Exercise 2).
Commutativity for A: pAg< qgAp
Commutativity for V: pVqg< qgVp
One can establish the validity of these two tautologies by observing that the multiplication
tables for A and V are symmetric with respect to the “main diagonal” (the diagonal from the
upper left to the bottom right part of the table).
We list some other widely used tautologies. Some of them we will use in the subsequent parts
of the course.

Double Negation. ———p < p

This tautology implies that elimination of multiple appearances of negation results in equivalent
sentences. For example, the sentence ———p A ——q is logically equivalent to —p A q.

De Morgan’s laws. —(pAgq)< —pV—-q and —(pVq) < —pA—q

The first De Morgan’s and the Double Nega-
tion laws imply p A q is logically equivalent to
—(=pV g).

Thus, for every sentence which contains A,
there is a logically equivalent sentence where
every appearance of A is replaced by — and V
by using equivalence of PAQ and —(—~PV—Q).
Analogously, the second De Morgan’s law
enable one to “eliminate” V using A and —.

Idempotent laws. pAp<p and pVp&op
Distributivity for A and V. pA(qVvr) < (pAg)V(pAr) and pV(gAr) < (pVg)A(pVr)
All of the above laws are widely used. For example, we use them to show identities for sets
in section 3. When considering the connectives =, A, and V as operators, a structure called
Boolean algebra can be defined by requiring these laws (and a few others) to hold.
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Biconditional law. (p<q) < (p=q) A (q=p)

This law asserts that if and only if is logically equivalent to if together with if only. It also
specifies how an equivalence can be replaced by implications and and conjunction.

Material Implication. (p=q) < —pVyq

By this law, every sentence which contains =, there is a logically equivalent sentence where
every appearance of = is replaced by — and V.
Using Biconditional, De Morgan’s law and Material Implication,

every sentence 18 equivalent with a sentence containing only — and V.
Using the same laws,
every sentence is equivalent with a sentence containing only — and .

The Material Implication and the Double Negation laws imply that pVq is logically equivalent
with =p = ¢. This enables one to “eliminate” V using = . Thus, using this equivalence together
with Biconditional and De Morgan’s laws,

every sentence is equivalent with a sentence containing only = and =.

The following tautology expands on the negation of an implication. We already used this
law when showing that implication is false if the assumption is true and the conclusion false.
The negation of an implication. —(p=q) < pA g

Besides checking that this sentence is a tautology by writing down its truth table, we can show
it is a tautology by using the existing tautologies as follows.

-(p=4q) & —(-pVgq) (by Material Implication)
< ——pA-q (by De Morgan’s law)
& pAg (by Double Negation)
The following tautology is often used in mathematical proofs of statements which have a
form of an implication.

Contrapositive. (p=¢q) < (—¢= —p)

This law, whose validity was shown in Exer-
cise 6, is often used when it may be easier to
show the implication —p = —¢ that the impli-
cation p = ¢. For example, the implication on
real numbers a and b stating that

if ab# 0, then a # 0 and b # 0

is logically equivalent to

ifa=0orb=0, thenab=0 no rainbow = no sun or
by Contrapositive and De Morgan’s law. This no rain
may be helpful because it might be easier to — : —
prove the latter implication (using the identi-
ties 0-b = 0 and a-0 = 0) instead of the former
implication.

Exportation. (p=(¢g=7r)) < (pAg=>T)
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This tautology, whose validity was shown in Exercise 6, enables one to prove a chain of
implications of the form P = (@ = R) by assuming that P and @ are true and showing that
R is true.

Throughout the course, we will encounter and use the above tautologies and the logical
reasoning resulting from them.

Exercise 7. Find a sentence which is logically equivalent to the given one and which contains
only the specified connectives.

(1) p A q using = and =

(2) p= (¢ = r) using = and A.

(3) =(p < q) using — and V.

Solution. (1) Using De Morgan’s law, p A ¢ is equivalent with =(—p V —¢q). Using Material
Implication, —p V —q is equivalent with p = —¢. Hence, —(—p V —q) is equivalent to
—(p = —q).

(2) Using Material Implication, p = (¢ = r) is equivalent to p = (—¢ V r). Using it again
for the first implication, we arrive to —p V (—¢ V r). Using De Morgan’s law for both
disjunction, we obtain —p V =(¢ A =r) and then —(p A (¢ A =r)) which we may write as
—(p A ¢ A\ =), by associativity.

From this last form, note that it becomes readily obvious that p = (¢ = r) is false
exactly when p and ¢ are true and r is false.

Alternatively, one can use Exportation to obtain that p A ¢ = r is equivalent to the
given sentence. Then, using Material Implication one obtains —(p A q) V r and then,
using De Morgan’s law, =(p A ¢ A —r).

(3) Using Biconditional —=(p < ¢) is equivalent to =((p = ¢) A (¢ = p)). Using De Morgan’s
law, this is equivalent to =(p = ¢) V =(¢ = p). Using Material Implication, this is
equivalent to =(=p V q) V =(—¢q V p).

Contradiction, contingent and consistent sentences. A statement which is false for all
possible truth values of its statement letters is said to be a contradiction.

Sometimes, the symbol 4 is used to denote
a contradiction. A negation of a tautology is a
contradiction. For example, the sentence pA—p
is a contradiction. Note that it is equivalent to
the negation of the tautology p V —p by De
Morgan’s law and Double Negation.

A sentence is contingent if it is neither a tautology nor a contradiction (so there is at least
one T and one 1 among its truth values. Both sentences from Exercise 3 are examples of
contingent sentences.

A set of sentences is consistent or satisfiable if it is logically possible for them all to be
true at once. Thus, a single sentence is consistent if so there is at least one T among its truth
values. Both sentences from Exercise 3 are consistent and, considered together, they are a
consistent set of sentences. A set of sentences is inconsistent if it is not consistent.

Exercise 8. (1) Check whether the following sentences are tautologies, contradictions or
contingent sentences.

(a) =(p=q) = (=p = —q)
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(b) (=p = ~q) = ~(p = q)
(2) Check whether the following sets of sentences are consistent or inconsistent.
(a) The set containing p, ¢, and p = q.
(b) The set containing p, =g, and p = q.
(c) The set containing —(p = ¢) and —p = q.

Solution. (1) (a) The sentence is a tautology: assuming that =(p = ¢) is true, we have that
p is true and q is false. These values make —p = —¢ an implication of the form | = T which
is true.

(b) The sentence is contingent: the values T, L make it into an implication of the form
T = T which is true, and the values 1, 1 make it into an implication of the form T = L
which is L.

(2) (a) The set is consistent since the values T, T for p and ¢ make all three sentences true.

(b) The set is inconsistent since if p and —¢q are true, then p is true and ¢ is false so the
implication p = ¢ is false.

(c) The set is consistent since the values T and L for p and ¢ make both sentences true.

Practice Problems 1. (1) Given the abbreviation below, express the following English-
language sentences into sentences of propositional logic.

p stands for “Vee is happy.”
q stands for “Bee is happy.”
(a) Both Vee and Bee are happy.
(b) Bee is happy only if Vee is happy.
(c) For Vee to be happy, it is necessary
that Bee is happy.
(d) Bee’s happiness is sufficient for Vee’s
happiness.

(2) Using appropriate abbreviations, represent the next statements as sentences of propo-
sitional logic. Then, determine whether the arguments made in the sentences are valid.

For parts (a), (b), and (c), recall that a
differentiable function is continuous. Any
continuous function with a graph having a
sharp turn or a corner at a point is not
differentiable at that point.

For the remaining parts, recall that ev-
ery prime number larger than 2 is odd. The
converse is false (for example, 9 is an odd
number which is not prime).

15 2 25

Continuous but not|differentiable at x=0

(a) A function is continuous only if it is differentiable.
(b) For a function to be continuous, it is sufficient to be differentiable.
(¢) A continuous function is necessary differentiable.

(d) A number larger than 2 is prime if it is odd.

(e) A number larger than 2 is prime only if it is odd.

(f) For a number larger than 2 to be prime, it is necessary that it is odd.
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(g) For a number larger than 2 to be prime, it is sufficient that it is odd.
(3) For all the sentences below which are sentences of propositional logic, restore all paren-
theses.
(a) (7p=—gAT)=qA(p=r)
(b) pAg= AT =g
(c) =pV g (-p=pVq)
(4) Write the truth tables for the following sentences.
() (=p=—q) = (p=q)
(b) (p=(=r)=((p=9=@=r))
(5) Show that the sentences below are tautologies. Try not to use the truth tables.
(a) pAg=p
(b) ~(pVq) = —pA—g
(c) Material Implication: (p = ¢q) < —pV q
(6) Show that the sentences below are not tautologies. Try not to use the truth tables.
(a) (p=q) =pA—q
(b) =p = (~q¢ = p)
(c) pepVyg
(d) pvge (p=r)
(7) Find a sentence which is logically equivalent to the given one and which contains only
the specified connectives.
(a) p = ¢ using = and A
(b) p= (¢ = r) using - and V.
(¢) =p < q V r using — and V.
(8) Check whether the following sentences are tautologies, contradictions or contingent
sentences.
(a) (p=q) = ~(¢=p) (b) (p=(p=49)=q
(9) Check whether the following sets of sentences are consistent or inconsistent.
(a) The set containing p and p A —q.
(b) The set containing p, ¢ and p A —g.
(c) The set containing —(p = ¢) and g = p.

Solutions. (1) (a) pAg, (b) g=p, (c) p=¢, (d) ¢ = p.

(2) For parts (a), (b), and (c), let p stand for “the function is continuous” and ¢ for “the
function is differentiable”. By the given reminder of the Calculus 1 material, ¢ = p is
true and p = ¢ can be false.

Part (a) can be represented as p = ¢, so it is not true. Part (b) states that ¢ = p so
it is true. Part (c) states that p = ¢ so it is not true.

For the remaining parts, let p stand for “the number larger than 2 is prime” and ¢
stand for “the number larger than 2 is odd”. By number theory, p = ¢ is true and
¢ = p may not be true.

Part (d) states that ¢ = p so it is not true. Part (e) states that p = ¢ so it is true.
Part (f) states that p = ¢ so it is true. Part (g) states that ¢ = p, so it is false.

3) (a) (((=p) = (m@)) Ar) = (aA(p=T)))

(b) This is not a sentence of propositional logic: if P stands for p A ¢, @ for =p A r,
and R for —q, it is not clear whether it is supposed to abbreviate (P = @) = R
or P=(Q = R).

(¢) ((=p) V (=g)) = ((=p) = (PV 9)))
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This shows that P is, actually, a tautology.

(5) (a) Assume that p A q is true. Thus, both p and ¢ are true. In particular, p is true , so
the conclusion p of the implication holds.

(b) Assume that —(p V q) is true. Thus, p V ¢ is false, so both p and ¢ are false. This
makes both —p and —q true, so the conclusion —p A —q is true.

(c) Since the sentence is an implication, we need to show both directions: (p = ¢q) =
—pVgand -pVqg=(p=q).

To show (p = ¢) = —pV ¢, assume that the implication p = ¢ is true. This means
that it is not the case that p is true and ¢ is false. This is the only assignment
which would make —p V ¢ false, so =p V q is true.
To show —=p V ¢ = (p = ¢), assume that —p V ¢ is true and that the assumption p
of p = ¢ is true. As —p is false and —p V ¢ is true, this makes ¢ necessarily true.
(6) (a) Look for the truth values which make p = ¢ true and p A —q false. As p A —q is
false, p is false and ¢ is true. As this indeed makes p = ¢ true, the sentence is false
for these truth value assignments.

(b) Look for the truth values which make —p true and —¢ = p false. Thus, —¢ should
be true and p false (so —p is indeed true). Thus, if both p and ¢ are false, the
sentence is false.

(¢) The disjunction p V ¢ is “strictly weaker” than p. So, show that pV ¢ = p is not a
tautology which would imply that the given equivalence is not a tautology. Look
for the truth values which make pV ¢ true and p false and conclude that if p is false
and ¢ is true, this indeed happens.

(d) Look for the truth values which make one side of the equivalence true and the
other false. For example, if both p and ¢ are false, p V ¢ is false and p = r is true
(regardless of the value of r). Another option would be to consider p and ¢ to
be true and r to be false. In this case, p V ¢ is true and p = r is false.

(7) (a)
p=q & —pVgq (by Material Implication)
< (= pA-q) (by De Morgan’s law)
& (pAq) (by Double Negation)
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(b)
p=(qg=r) < —pV(g=r) (by Material Implication)
< —pV (-gVr) (by Material Implication)

(¢)
pSqgVr & (-p=qVr)A(gVr= -p) (by Biconditional Law)
< (= pV(gVvr)A(=(gVvr)V-p) (by Material Implication for both =)
< (pV(gVvr)A(=(gVvr)V-p) (by Double Negation)
< (=(pV(gVvr))Va(=(gVvr)Vv-p)) (by De Morgan’s law )
(8) (a) The sentence (p = q) = —(¢ = p) is contingent since the values T, L (and L, T)

make it true and the values T, T (and L, L) make it false.
(b) The sentence (p < (p = q)) = ¢ is a tautology as the following truth table shows.

plalp=dqdlpeb=9|bes=q9)=q
TIT[ 7T T T
Tl L 1 T
T T 1 T
)T 1 T

(9) (a) The set is consistent since the values T for p and L for ¢ make both sentences true.
(b) The set is inconsistent since if p and ¢ are true, then p A —¢ is false so no truth
value of p and ¢ can make both sentences simultaneously true.
(c) The set is consistent since if p and ¢ are true (and if they are both false) both
sentences —(p = ¢) and ¢ = p are true.
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2. PREDICATE LOGIC

Quantifiers. Let us revisit the logic inference mentioned in the first subsection of the previous
section.

All men are mortal. Socrates is a man. Hence, Socrates is mortal.

The correctness of the first sentence “All men are mortal” cannot be determined by considering
only the truth values of specific statements that one or the other person is mortal, because
it makes a statement on a property of “all men”. To represent this sentence in a formal
system and to access its validity, we need a logic encompassing statements more general than
only statements of propositional logic. In particular, the language of this wider theory should
include the universal quantifier “for all” denoted by V.

If A is a certain property, and A(z) means
that = has property A, then (Vz)A(x) means
that A holds for each possible x. For exam-
ple “all men are mortal” can be represented by
(Vx)A(z) if x is to stand for a person and A(z)
is to mean that a person x is mortal. In this
example, the set of all people is the domain of
the interpretation or the universe of dis-
course. The property A can be considered as
a relation on the domain of the interpretation.

The following reasoning is also valid.
All men are mortal. Socrates is a man. Hence, there is a man who is mortal.

Let us examine the last sentence “There is a man who is mortal”. To represent it using formulas,
we introduce the existential quantifier “exists” denoted by 3 . If A is a property (Jz)A(x)
stands for “there is z which has a property A. For example, if A(z) means that a person x is
mortal, (3z)A(x) is used for “There is a man who is mortal”.

Predicates. In the example above, the property A is neither true or false by itself — it becomes
true when applied to specific person. For example, if a stands for “Socrates”, the statement
A(a) abbreviates “Socrates is mortal” and it is true given that (Vz)A(z) is true and that a is
a person.

We use lowercase letters a, b, ¢, ... to denote constants which are assigned specific elements
of the domain of certain interpretation. For example, specific people (Bee, Vee, Socrates etc)
can be represented by constants of the interpretation in which the domain consists of the set
of all people.

Properties of the elements of the domain of the interpretation are called the predicates or
relations. For example, the properties of being mortal, having blond hair, or being a student
are examples of predicates on the domain of all people. Properties of a single constant are called
unary or monadic predicates. Properties of two constants are binary or dyadic predicates.
Properties of n constants are n-ary predicates.

For example, somebody being jealous of somebody else is an example of a binary predicate.
If J(z,y) is to mean that the person z is jealous of the person y and if b denotes Bee and v
denotes Vee, the statement “Bee is jealous of Vee” can be represented by J(b,v). “Everybody
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is jealous of somebody” can be represented by
(V) (Fy)J (2, y).

Exercise 9. Using appropriate abbreviations, represent the following statements using predi-
cates and constants, negation, implication, or quantifiers, if needed. Assume that the domain
of the interpretation is the set of all people.

(1) Bee is a blonde.

(2) Vee is not a blonde.

(3) There is somebody who is not a blonde.

(4) Not everybody is a blonde.

(5) If Vee is not a blonde then not every-
body is a blonde.

Solution. Let B(x) stand for “the person x is a blonde”, b stands for Bee and v stands for Vee.
The first sentence can be represented by B(b), the second by =B(v), the third by (Jz)-B(x),
the fourth by =(Vz)B(z), and the fifth by =B(v) = =(Vz)B(x).

In the previous exercise, the sentences “Not everybody is a blonde” and “There is somebody
who is not a blonde” are logically equivalent. In general, for any predicate B (not only for
“being a blonde”), (Jz)—B(z) is equivalent to —(Vz)B(x). If A(z) stands for =B(x), for any
predicate A,

(Jx)A(x) is equivalent to —(Vx)—A(x)
which enables one to eliminate the use of the existential quantifier and use only the universal
quantifier without altering the truthfulness of the statements.

Well-defined formulas of the predicate logic. We define statements, usually called the
well-defined formulas or, shorter, formulas, of predicate logic recursively, analogously to the
definition of sentences of propositional logic. The formulas are created using the following
symbols.

(1) Variables z,y, z, . ..

(2) Constants a,b,c, ...

(3) Predicate letters A, B, C, ...

(4) Parenthesis and the connectives of propositional logic =, A, V, =, and < .
(5) Quantifiers V and 3.

One first defines the basic building blocks of the formulas called atomic formulas, recursively,
as follows.

(1) Variables and constants are atomic formulas.

(2) If A is an n-ary predicate and ¢y, ...,t, are atomic formulas, them A(¢y,...,t¢,) is an
atomic formula.

(3) Atomic formulas are created by a finite application of steps (1) and (2).

Usually, one uses function letters besides the predicate letters. As every function is a relation
(as we will see in section 5), we opt to avoid using the function letters.

A well-defined formula (or a sentence or a statement) of the predicate logic is any expres-
sion obtained in the following way.

(1) All atomic formulas are well-defined formulas.
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(2) If P and @ are well-defined formulas and z is a variable, then (=P), (PAQ), (PV Q),
(P=Q), (P<Q), (Vz)P, and (Jz)P are well-defined formulas.

(3) Any statement of predicate logic is obtained by finite number of application of steps (1)
and (2).

For example, the formulas (3z)(A(z) V B(z)), ((—A(a)) < (Vy)A(y)) are sentences of predi-
cate logic while the formulas (Vz), A(a)(=B(x)), or A(a) A B(a)) are not.

The predicate logic is also known as the first-order logic, quantificational logic, and
the first-order predicate calculus. The “first-order” adjective refers to the fact that only
variables, and not the predicates, are quantified. In contrast, the adjective “higher-order” is
used if predicates or functions are quantified.

We use the same convention for suppressing the use of parenthesis in the predicate
logic as in the propositional logic. In particular, (Vx)A(x) shortens ((Vx)A(z)) and (3z)A(z)
shortens ((Jz)A(z)).

In addition, the two quantifiers are considered to be stronger than = and < . For example,
this means that

(Vx)A(x) = B(z) stands for ((Vz)A(x)) = B(z) and that
(Jz)A(x) & B(z) stands for ((Jz)A(x)) & B(z)

Sometimes, the quantifies are also considered to be weaker than V and A and sometimes they
are assumed to be the strongest. To avoid any confusion, we will not be making any of the two
assumptions.

Exercise 10. For all the sentences below which are sentences of propositional logic, restore all
parentheses.

(2) (Vo)A(x) =
(3) (Vo)A(z) =

Scope of a quantifier. Bound and free
variables. If P is a well-defined formula which
contains the variable z, P is the scope of the
predicate (Vx) in the formula (Vz)P and of
the predicate (3z) in the formula (3x)P. If P
does not contain z, (Vx)P and (3z)P mean
the same as P. If P is a well-defined formula
which contains x and an occurrence of z in P
is bound if it is of the form (Vz) or (3z) or
x lies within the scope of a quantifier (Vz) or
(3x). Otherwise, the occurrence of x is free.
A variable x is free in a formula P if there is
an occurrence of x in P which is free.

For example, both occurrences of both variables are free in A(x,y) and all occurrences of
both variables are bound in (Vz)(3y)A(z,y). In (Vz)A(z,y), all occurrences of x are bound
and the occurrence of y is free.
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Exercise 11. Determine whether each occurrence of each variable in the formula below is
bound or free.

(V) By) Az, y) = —~B(z,y) vV C(x)

Solution. The variable x appears four times in the formula. The first two occurrences are
bound and the second two are free. Thus, x is considered to be a free variable of the given
formula.

The variable y appears three times in this formula. The first two occurrences are bound and
the third one is free. Thus, x is considered to be a free variable of the given formula.

Interpretation of a formula. A well-defined formula can be true or false when a meaning is
assigned to its constants, variables, and predicates. For example, (3z)B(x) is true if B(z) stands
for “a person x is a blonde” and if it is given that Bee is a blonde. This example illustrates that
the truth value of the formula may depend on the interpretation and its domain. For example,
if B denotes the same predicate but the domain of the interpretation is the set of all chairs
instead of all people, none of the chairs have hair, so none is a blonde which makes this formula
false.

More formally, an interpretation of a well-
defined formula consists of

(1) a non-empty set D, called the domain
of the interpretation,

(2) an assignment of an element of D for
each constant present it the list of the
constant symbols used, and

(3) an assignment of a relation between the
elements of D such that A(aq,...,a,)
holds for each n-ary predicate A if and
only if the elements assigned to the con-
stants aq,...,a, are in the relation as-
signed to A.

To understand this better, let us consider the sentence

(3z)(vy)A(z,y).

If the domain is the set of all people, A(z,y) is interpreted as “z is taller or equal in height
to y”, then this formula is true because the tallest person on the planet is taller or equal to
height than any other person. This formula is also true if A(z,y) is interpreted as “x < y”
and the domain of the interpretation is the interval [0, 1] because 0 is less than or equal to any
other number in this interval. However, if the domain of the interpretation is the set of all real
numbers, then this formula is false because there is a number strictly smaller than any given
real number.

Exercise 12. Assess the validity of the given formulas in the given interpretations.
(1) (Vz)(Jy)A(z,y), the domain is the set of positive integers and A(x,y) is interpreted as
r <uy.
(2) (Vx)(Jy)A(x,y), the domain is the set consisting of the numbers 1,2,3,4,5 and A(z,y)
is interpreted as x < y.
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(3) (Vz)(Vy)(A(x,y) = A(y,z)), the domain is the set of real numbers and is interpreted
as r =y.

(4) (Vx)(Yy)(A(z,y) = A(y,x)), the domain is the set of real numbers and is interpreted
as r > y.

(5) (Vx)A(x) = A(a), the domain is the set of real numbers, a is 55, and A(z) is interpreted
as “r is a real number”.

Solution. (1) The formula is true in this interpretation since, for every positive integer n, n+1,
for example, is larger than n.

(2) The formula is false in this interpretation since no element of the domain is larger than
5.

(3) The formula is true in this interpretation since the relation = is symmetric so that a = b
implies that b = a for any real numbers a and b.

(4) The formula is false in this interpretation since if b is a real number larger than a then it
is not the case that a is larger than b.

(5) The formula is true because the premise is true (every real number is indeed a real
number) and the conclusion is true (55 is indeed a real number).

Tautologies. The formulas which are true in every interpretation play a special significance.
Such formulas are analogous to tautologies in propositional logic. Besides the term “tautology”
for such a formula, it is also said that such a formula is logically valid.

Let us consider the last formula in the previous exercise

(Vx)A(x) = Al(a).

If D is any set of objects, a is any of its elements and A is any relation the set of elements of
D, assuming that the premise of the implication is true, we have that it is true that A(d) holds
for any d in D. So, by picking d to be a, we obtain that the conclusion A(a) is also true. Thus,
this formula is a tautology.

In a similar manner, one shows that

(Vx)P(z) = P(a)

is a tautology for any well-defined formula P.
As another example, let us show that the formula

(B2)(Vy) P(z, y) = (Vy)(3z) P(x, y)
is a tautology for any well-defined formula P. If D is any set of objects and the predicates
appearing in P are interpreted as any relations on D, assume that the premise (3z)(Vy)P(z,y)
is true when interpreted on D. Hence, D contains an element a such that for every element
bin D, P(a,b) holds. Thus, for every element b, it is the case that there is an element of D
(we can pick a to be that element) such that P(a,b) holds. This shows that the conclusion
(Vy)(3z)P(x,y) holds.

Showing that a formula is not a tautology. The converse implication in the previous
example does not hold: the formula

(Vz)(3y)P(x,y) = (Jy)(Vx)P(z,y) is not a tautology.

To show that a formula is not a tautology, one needs to exhibit a set of objects and relations
on them such that the formula fails when interpreted on the set of objects as its domain and
its predicates interpreted as the relations on the set. For example, we can show that the above
formula is not a tautology by noting that
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For every integer there is a larger integer, but it is not the case that there is an integer
larger than all other integers.

So, let D be the set of integers and let P(z,y) stand for the atomic formula z < y. The premise
(Vz)(Jy)z < y is true since for every integer m, there is another integer n (for example take
n to be m + 1) such that m < n. However, the conclusion is not true since there is no integer
larger than all other integers so (Jy)(Vz)r < y fails.

Logical implications and equivalences. The term logical implication is used in the same
sense as in proposition logic: a well-defined formula P logically implies a well-defined formula
Q@ if P = @ is a tautology. The term logical equivalence is also used in the same sense as
in proposition logic: a well-defined formula P is logically equivalent to a well-defined formula
Q if P < @ is a tautology.

Just as in propositional logic, some widely used tautologies have the form of logical impli-
cations or equivalences. We list some and we show that some of them are indeed tautologies.

The order of the quantifiers: (Vx)(Vy)P(z,y) < (Vy)(Vz)P(x,y)
(32)(3y) P(x, y) < (3y)(3z) P(x, y)
(32)(vy) P(z,y) = (Vy)(32) P(z,y)

As we have seen in the previous example, the implication in this last formula cannot be reversed.

Renaming the variables: (Vz)P(x) < (Vy)P(y)
(3z) P(x) < (3y)P(y)
For example, these two tautologies imply that the expression below is also a tautology

(V) (Fy) (V2) P(2,y, 2) < (Vy)(32) (Vo) Py, 2, ).

Universal quantification of free variables: P < (Vz)P.

If P is a well-defined formula (it may contain x as a free variable or it may not contain it),
then

P < (Vx)P

is a tautology. This enables one to universally quantifies all the free variables in the formula.
For example, to show that P(z,y, 2) is true for a well-defined formula with free variables z,y
and z, it is equivalent to show that (Vz)(Vy)(Vz)P(z,y, 2) is true.
Moving — through quantifiers: —(Vz)P < (3z)-P
—(3z)P < (Vx)-P

Moving quantifiers through A and Vv: (Vz)(P A Q) < ((Vz)P) A (V2)Q)
(Fz)(PV Q) « ((Bx)P) v ((B2)Q)
(Vo) (P V Q) <= ((Ve)P) v ((Va)Q)
(F)(P A Q) = ((Bx)P) A ((Bx)Q)

Exercise 13. Show that the formulas
(Vz)P(z)) v (Vz)Q(z)) = (Vz)(P(z) V Q(z)) and
(Fz)(P(z) A Q(z)) = ((Fz)P(z)) A ((F2)Q())

are tautologies and show that inverting the implications in these formulas produces formulas
which are not tautologies.
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Solution. Assume that the premise of the first formula is true, so ((Vz)P(x)) V ((Vz)Q(x))
holds. This means that at least one of (Va)P(z) and (Vx)Q(z) is true. If it is (Va)P(z), then
P(a) holds for every constant a of every domain D, and so P(a) V Q(a) is true on D for every
a. Thus, (Vx)(P(z) V Q(z)) is true.

Assume that the premise (3x)(P(x) A Q(x)) is true. Thus, for every domain D, there is a
constant a in D such that P(a) A Q(a) is true. This means that taking a for x makes both
(3z)P(z) and (Jz)Q(z) true. Hence, the conjunction ((Jz)P(z)) A ((3z)Q(x)) is true.

To show that (Vz)(P(z)V Q(x)) = ((Vz)P(z)) V ((Vx)Q(x)) is not a tautology, try to come
up with a domain in which all the elements will have one or the other property, but in which
not all the elements will have only one or only other property. For example, let D be a set
{1,2}, P(z) be a predicate interpreted as “x is even” and @Q(z) be a predicate interpreted as
“r is odd”. The premise (Vz)(P(x) V Q(z) is true because it is true that every element of D
is either even or odd. However, the conclusion ((Vz)P(z)) V ((Vx)Q(z)) is false because it is
neither the case that all elements of D are even nor that all elements of D are odd.

You do not have to come up with a “mathematical” interpretation. For example, D can be
a set of three yellow and two green coffee mugs and P(z) can stand for “z is yellow” and Q(z)
can stand for “x is green”.

To show that ((Jz)P(x))A((Fx)Q(z)) = (3x)(P(z)AQ(x)) is not a tautology, try to come up
with a domain in which the elements which have one property will not have some other property.
For example, we can again use the set {1,2} for D (or two coffee mugs, one green and the other
yellow) and P and @ as above. With {1, 2} for example, the premise ((3z)P(x))A((x)Q(x)) is
true D contains an even number, 2, and D contains an odd number 1. However, the conclusion
is false because D contains no element which is simultaneously even and odd.

Using known tautologies to show a sentence is a tautology. Once when some tautologies
become available, one can use them to show other tautologies.

Exercise 14. Show that the sentences below are tautologies by using sentences previously
shown to be tautologies.

(1) (Va)(=P(z) A =Q(x)) & ~((Bx)P(z) v Br)Q(x))
(2) (Va)(vy)(F2) P(x,y, 2) & (Vy)(V2)(F) P(z, y, x)

Solution. (1) Using De Morgan’s law, (Vz)(—P(z)A—Q(x)) is equivalent with (V)= (P(x)
Q(z)). Moving — through V, this last formula is equivalent with —(3z)(P(z) V Q(x)).
Moving 3 through V, this is equivalent with —((3z)P(z) V (Fz)Q(x)).

(2) Renaming the variables x to y, y to z and z to z, we have that (Vz)(Vy)(3z)P(z,vy, 2)
is equivalent to (Yy)(Vz)(3z)P(z,y, ).

(I CAN'T GET NO) SatiSfaCtion el

Satisfiable sets of formulas. A set of for-
mulas is satisfiable if there is an interpretation
such that each formula is true in that interpre-
tation.

For  example, while  the  formula
(Vz)(3y)P(z,y) = (3y)(Vz)P(z,y) is not a
tautology, it is satisfiable. Indeed, by consid-
ering D to be the set consisting of 1,2,3,4,5
and P(z,y) to be the atomic formula inter-
preted as x < y, we have that the premise of
the implication in the formula is true because
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if x is any of 1,2,3,4,5 one can take y to be 5 and it is the case that x < y. The conclusion
is also true because by taking 5 for y again, it is the case that any other element of the set is
smaller or equal to 5.

Exercise 15. Determine whether the sets consisting of each of the following groups of sentences
are satisfiable.

(1) (B2)P(x) = (Vo) P(z).
(2) (B2)P(z), (Vr)=P(z).
(3) Ba)(Vy)P(x,y), (Vo)(vy)(P(z,y) = ~P(y, x))

Solution. (1) While the given formula is not a tautology, it is satisfiable. For example,
think of a domain consisting of only one element which satisfies some property P, so
that both the premise and the conclusion of the implication are true. For example, D
is the set consisting of a single blue chair and P(z) stands for “x is blue”.

You can also think of a property and a domain whose all elements have it so that the
conclusion is always true and, hence, so is the implication. For example, let D be the
set of positive integers and P(x) stand for “x is a positive integer”.

(2) The two formulas are not simultaneously satisfiable because if P(x) holds for some z,
then it cannot be the case that =P(x) holds for all x.

Alternatively, you can argue that the second formula is equivalent to —=(3z)P(z), let

@ stand for (3z)P(z) and note that @ A =@Q is a contradiction, hence not satisfiable.

(3) The set containing two given formulas is satisfiable. For example, take P to be a relation
which is strict in the sense that if P(x,y) holds then it is not the case that P(y, z) holds,
like, for example, the relation < on a set of real numbers. To ensure that the first formula
hold, restrict this set so it has the least element. For example, the set of real numbers
in the interval [0, 1], or the interval [0, 00). So, with D = [0, 1], for example and P(z,y)
standing for x < y, we have that both formulas hold: the first because we can take x to
be zero, and the second because if < y then it is not the case that y < x.

Restricted quantification. In many inter-

pretations, we would like to restrict quantiﬁgrs R RESTRICTED ({@})

to only a portion of the elements of the domain.

For example, when making statements about integers, we can let quantificator apply only to
positive integers. If A(x) is a predicate and we want to state that a formula P(x) holds for
every x with property A, we write

(Vo : A(x))P(x)
which shortens

(Vx)(A(z) = P(x)).
Similarly, if we want to state that a formula P(x) holds for some x with property A, we write
(Fz: A(z))P(x)
which shortens
(Fz)(A(x) A P(x)).
In the example when D is the set of integers and A(x) stands for x > 0, we write

(Vx : x > 0)P(x) shorter as (Vo > 0)P(z)
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and
(Jz : x > 0)P(x) shorter as (Jz > 0)P(z).

The rules for moving — through restricted quantifiers are the same as for nonrestricted
quantifiers.
Moving — through restricted quantifiers: —(Vx: A(z))P < (3x: A(x))-P
-3z : A(x))P < (Vo : A(x))-P
To illustrate the validity of the first rule above, let us assume that =(Vz : A(x))P is true and
recall that this shortens =(Vz)(A(x) = P). Using tautology for moving — through (unrestricted)
universal quantifier, we obtain that this is equivalent with (3z)—(A(z) = P). As the implication
A(z) = P fails if A(z) is true and P false, this is equivalent with (3z)(A(x) A —=P). This last
formula can be written shorter as (3z : A(z))—P. The converse is shown reversing the steps of
the above proof.

Real analysis example. Restricted formula quantification appears in many statements of
different branches of mathematics. For example, the definition of a real-valued function f
being continuous at a real number x, contains as many as three restricted quantifiers. If a set
of real numbers D is the domain of f, f is continuous at xy in D if

for every positive real number ¢ there is
a positive real number § such that for
every real number z in the domain, if
the distance from x to z is less than 4,
then the distance from f(z) to f(xo) is
less than e.

Without going into the meaning meaning of
this definition, let us consider purely syntax :
form of this statement and write it as a for- Whe re iIs dEIta?

mula of predicate logic.

For brevity, we introduce the relation € which stands for “is an element of”. So, saying that
x is an element of the domain D, can be written shortly as € D. Note also that |z — x¢| < ¢
represents the statement that the distance from z to xg is less than 0 and |f(z) — f(zo)| < €
represents the statement that the distance from f(x) to f(zg) is less than e. So, the definition
above is represented by the formula below.

(Ve >0) (3 >0) (Vo € D)(Jx — x| <0 = |f(x) — f(z0)] <€)

Equally relevant to being able to check if a given function is continuous at a point, is being
able to check if a given function is not continuous at a point, in other words, whether

—(Ve > 0)(30 > 0)(Vx € D)(|x — x| < = |f(x) — f(z0)] <€)

holds. Next exercise helps you get an operational knowledge of checking that a function is not
continuous at a given point.

Exercise 16. Move the negation through the quantifiers of the formula
—(Ve > 0)(30 > 0)(Vx € D)(|x — x| < = |f(x) — f(z0)] <€)

and through connectives so that only the atomic formulas are negated.
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Solution. Using the tautologies for moving — through restricted quantification, we obtain that
the above formula is equivalent with

(Je > 0)(Vd > 0)(Fz € D)~(Jx — x| < d = | f(x) — f(zo)] < ).

As the implication is false if the premise is true and the conclusion false, the above formula is
equivalent with

(e > 0)(Vo > 0)(Fz € D)(|z — x| < O A|f(z) = f(z0)| < €).
We can write it shortly as
(Je > 0)(Vd > 0)(Fz € D)(|Jz — xo| < 0 A |f(x) — f(z0)| > €).

Thus, to show that f is not continuous at z(, one needs to find a positive number ¢ such that
for all positive numbers ¢ there is z in the domain such that the distance from x to xg is smaller
than 0 and the distance from f(z) to f(xg) is larger or equal to e.

Practice Problems 2. (1) Using appropriate abbreviations, represent the following state-
ments using predicates and constants, negation, implication, or quantifiers, if needed.
Assume that the domain of the interpretation is the set of all positive integers. Then,
determine whether the sentences are true in this interpretation.

A(z,y) stands for “y is divisible by z”.
B(z) stands for “z is even”.
C(z) stands for “z is prime”.

Constants 1,2, 3, ... have the obvious interpretations.

(a) Every positive integer divisible by 6 is divisible by 3.

(b) There is a positive integer divisible by 3 and not divisible by 6.

(c) Every positive integer divisible by 2 is even.

(d) Every positive integer which is prime is odd.

(e) Every prime positive integer divisible by 3 is such that 3 is divisible by it.

(2) Use the interpretation as in the previous problem for the following.

(a) Find a sentence which uses only the predicate A which is equivalent with B(z) (in
other words, define “evenness” using only divisibility of numbers).

(b) Find a sentence which uses only the predicate A and equality relation which is
equivalent with C'(x) (in other words, define “primeness” using divisibility of num-
bers and relation =).

(3) Restore all parentheses in the sentences below and determine whether each occurrence
of a variable is bound or free.

(a) (Vx)A(z) & B(x) A =C(x)

(b) (Vy)A(y) & ((vz)A(x)) V ((V2)A(2))

(c¢) A(z,y) AN —-B(x) = (F)(32)A(z, 2).

(4) Assess the validity of the given formulas in the given interpretations.

(a) (3z)(Vy)A(z,y), the domain is the set of positive integers and A(z,y) is interpreted
as x divides y.

(b) (3x)(Yy)—-A(x,y), the domain is the set of positive integers and A(z,y) is inter-
preted as x divides y.

(¢) (Fr)A(z) = (Vz)A(z), the domain is the set of three blue and two red balls and
A(x) is interpreted as “z is red”.
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(d) (Fz)(3y)A(z,y) = (3z)A(x, x) where the domain is the set of positive integers and
A(z,y) is interpreted as z < y.

(e) (3x)(Vy)A(x,y), the domain is the interval [0, 1] and A(x,y) is interpreted as = < y.

(f) (3z)(Vy)A(z,y), the domain is the interval (0, 1) and A(x, y) is interpreted as x < y.

(5) Show that the sentences below are tautologies.

(a) ~(3x)P(z) & (Vo)—~P(z)

(b) (Va)(Vy)P(z,y) = (V)P (z, )

(¢) (Vo)(P(z) = Q(z)) = ((Vz)P(z) = (Vz)Q(z))

(@) ((E2)P(2) = (2)Q(2)) = (Vo) (P(x) = Q(x))

(6) Show that the sentences below are not tautologies.

(a) (Vo) P(z,2) = (Vo) (Vy) P(z,y)

(b) (Fz)P(x) = P(x)

(¢) (Vo) P(z) = (V2)Q(z)) = (V2)(P(z) = Q(z))

(7) Show that the sentences below are tautologies by using sentences previously shown to
be tautologies.

(a) (Fz)(Vy)=P(z,y) < ~(Vy)(Fz)P(y, v)

(b) ((E2)(P(2) = Q(x)) & (V) P(x) = (30)Q(x))

(8) Determine whether the sets consisting of each of the following groups of sentences are
satisfiable.

(a) (3z)P(x), (F2)Q(x), (Vz)(P(z) = Q(x))

(b) (32)P(x,2), (v2)(%y) (¥2) (P2, ) A P(y,2) = P(, =)

(9) Write the content of the following definitions as sentences of predicate logic. Use re-
stricted quantification when necessary and € to denote “... is an element of ...”. Recall
that “the distance from z to y is smaller than a” corresponds to |x — y| < a.

Real Analysis and Topology use these definitions, but no understanding of the content
of these definitions is presently required.

(a) A real-valued function f defined on an interval [a,b] is uniformly continuous on
la, b] if for every positive real number ¢, there is positive real number ¢ such that
for every z and y in [a, ], if the distance from x to y is less than §, then the distance
from f(z) to f(y) is less than e.

(b) A set C of real numbers is closed if for
every real number z and every positive
real number ¢ there is an element y of C'
such that if the distance from z to y is
smaller than e, then x is an element of
C.

(c) A set O of real numbers is open if for
every real number x in O, there is a
positive real number € such that for every real number y, if the distance from x to
y is smaller than ¢, then y is an element of O.

(10) Consider the negation of the formulas you obtained in the previous exercise. Move the
negation through the quantifiers and connectives in those formulas.

Solutions. (1) (a) (Vz)(A(6,z) = A(3,x). This sentence is true in the given interpreta-
tion.

(b) (Fz)(A(3,x) A —A(6,2)). This sentence is also true in the given interpretation be-

cause taking 3 for z, for example, we have that A(3,3) is true and A(6, 3) is false.

Closed and open
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(¢) (Vz)(A(2,2) = B(x)). This sentence is true in the given interpretation.

(d) (Vx)(C(x) = —B(z)). This sentence is not true in the given interpretation because
2 is a positive integer which is prime but it is not odd.

(e) (Vz)(C(x) = (A(3,z) = A(z,3))) or (Vx : C(x))(A(3,x) = A(x,3)). This sentence
is true in the given interpretation because if integer is prime and divisible by 3,
then it is equal to 3 (so x = 3). As A(3,3) holds, the conclusion of the implication
holds.

(2) (a) The statement B(x) is equivalent with A(2,z) since a number is even if and only
if 2 divides it.

(b) The statement C(z) is (Vy)(A(y,z) = y =1V y = x) since a number z is prime if
and only if its only divisors are 1 and x.

(3) (a) ((Vx)A(z)) < (B(x) A (=C(x)))). The first two occurrences of x are bound while
the third and the fourth occurrences are free.

(b) ((Vy)A(y)) & ((Vz)A(x)) V ((V2)A(2)))). All the variables occurring in the for-
mula are bound.

(c) ((A(z,y)AN(=B(x))) = ((F)((F2)A(z, 2)))). The first two occurrences of z are free
and the third and the fourth are bound. The only occurrence of y is free. Both
occurrences of z are bound.

(4) (a) (Fz)(Vy)A(x,y) is true because z = 1 divides any positive integer y.

(b) (3x)(Vy)—A(zx,y) is false because it is not the case that there is a positive integer
which does not divide any positive integer: any positive integer divides itself.

(¢) (Fr)A(z) = (Vx)A(x), is false because the premise is true (there is a red ball) but
the conclusion is not (it is not the case that all balls are red).

(d) (3x)(3y)A(z,y) = (Fz)A(x,x) is false because the premise is true (there are pos-
itive integers, 2 and 3 for example, such that 2 < 3) and the conclusion is false:
x < x holds for no positive integer z.

(e) (Fz)(Vy)A(z,y) is true because x = 0 is less than or equal to any other number in
[0, 1].

(f) (Fz)(Yy)A(z,y) is false because the the interval (0, 1) does not contain any number
x with the property that x is smaller than or equal to any y in (0,1) (zero is not
in (0,1) so (0,1) does not have the minimal element.

(5) (a) Let us first show direction = . Assume that =(3z)P(z) is true. So, it is not the case

that (3z)P(x) holds. This means that P(a) holds for no element a of the domain
of the interpretation. Thus, =P(a) holds for every element a of the domain. Thus,
(Vx)=P(x) holds.
The converse is similar: it is literally going over the same steps but in the reverse
order. Assume that (Vz)—P(x) is true. So, =P(a) holds for every element a of the
domain of the interpretation. Thus, P(a) holds for no element a of the domain and
so it is not the case that (3z)P(z) holds. Thus, =(3z)P(z) holds.

(b) Assume that the premise (Vz)(Vy)P(x,y) holds. So, P(a,b) holds for every element
a and every element b of the domain. In particular, by taking b = a, we have that
P(a,a) holds for every a in the domain. Thus the conclusion (Vz)P(z,z) holds.

(c) Assume that the premise (Vx)(P(x) = @Q(x)) holds and that the premise (Vx)P(x)
of the conclusion we need to show also holds. Thus, both P(a) and P(a) = Q(a)
hold for every element a of the domain, and, since the assumption P(a) of P(a) =
Q)(a) is true for every a, the conclusion Q(a) holds for every a in the domain. Thus,
(Vx)Q(z) holds.



38

LIA VAS

(d) Assume that the assumption ((3x)P(z) = (Vz)Q(z)) is true. To show (Vz)(P(z) =

Q(z)), let a be an arbitrary element of the domain and let the premise P(a) be true.
This shows that the premise (3z)P(z) of the implication ((3z)P(x) = (Vz)Q(z))
is true, so the conclusion (Vz)Q(x)) is also true. Thus, @(a) holds. This shows
that (Va)(P(xz) = Q(x)) holds.

(6) (a) You can use a number set with a relation like < or divisibility which fails to hold

(b)

for every two elements. For example, with < on the set of integers, x < x holds for
every integer x but 20 < 3 fails, so the conclusion (Vz)(Vy)P(z,y) fails.

You can also use some non-mathematical interpretation. For example, consider the
set of red and blue balls and let P(x,y) stand for “z has the same color as y”.
The premise (Vz)P(z,z) holds because every ball has the same color as itself. The
conclusion (Vz)(Vy)P(z,y) does not hold because not all the balls are of the same
color.

Any domain and its property which holds for some but not all of its elements can
be used here. For example, the set of red and blue balls and P(x) being “z is red”.
The premise (3x) P(z) holds because there are some red balls. The conclusion P(z)
fails when x is taken to be one of the blue balls.

(c) We need an interpretation in which (Vz)P(x) = (Vz)Q(x) is true and (Vz)(P(x) =

(7) (a)

Q(x)) is not. So, let us choose a domain and two properties of its elements such
that if P(a) holds but not Q(a) for some a. For example, let D be the set of blue
and red balls, P(z) be “z is red” and Q(z) be “z is blue”. As (Vz)P(x) fails, the
implication (Vz)P(x) = (Vx)Q(z) is true. The conclusion (Vz)(P(z) = Q(x)) is
false, because if a ball is red, then it is not the case that it is blue.

(3x)(Vy)-P(x,y) < —(Vx)-(Jy)P(x,y) (by moving — through V)

& —(Vx)(Jy)P(z,y)  (by moving — through 3)
< —(Yy)(3x)P(y,z) (by renaming, = to y, and y to x)

(b) This tautology is on moving 3 through = . Since we have analogous tautologies

(B2)(P(z) = Q(z)) < (Bx)(=P(z) Vv Q(x))

available for 3 and V and = can be expressed in terms of V by using Material
Implication, start by using this rule.

(by Material Implication)
& (Fz)-P(z) V (3x)Q(x) (by moving 3 through V)
& (Vz)P(z) V (3x)Q(x) (by moving — through J)
& (Vz)P(x) = (3z)Q(x) (by Material Implication )

(8) (a) Any set some of which elements have properties P and ) such that P implies @

can make this set satisfiable. For example, set of positive integers with P(z) being
“r is divisible by 4” and Q(x) being “x is divisible by 2” makes the given sentences
satisfiable. Or, for example, a set of red balls and P(z) being “x is red and z is a
ball” and Q(x) being “z is red”.

(b) A number set with a relation like =, < or > makes the given sentences satisfiable.

A set of positive integers with relation | (divisibility) also makes the given sentences
satisfiable.

(9) (a) (Ve >0)(30 > 0)(Vx € [a,b])(Vy € [a,0])(|z —y| <0 = |f(zx) — f(y)| <¢)
(b) (Vx)(Ve > 0)(Fye O)(Jzr —y| <e =z € ()
(c) Vx e O)(Ve > 0)(Fy)(|lr —y| <e=ye€O)
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(10) (a) (Fe > 0)(Vo > 0)(3z € [a,b])(3y € [a,b])(lz —y[ <IA[f(z) — f(y)] = )
(b) (Fz)(Fe>0)(Vy e O)(Jxr —y| <eN—-z € C)
(c) (Fxr € O)(Fe > 0)(Vy)(|lxr —y| <e A—y € O)

39
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3. FUNDAMENTALS OF SET THEORY

“Naive” set theory. A set is a collection of distinct objects, listed in any order. The elements
of the set are listed separated by commas or represented by the defining property in curly
brackets.

For example, the set A containing the elements (], A, ¢ is represented by

A={0O0,A,90}.

The requirement that the elements are listed in any order means that the set {0, A, 0} is the
same set as A. The requirement that the object in the set are distinct means that {{J,0, A} is
not a set.

The membership relation € is a basic relation of set theory. Recall that [J € A means
that [J is an element of the set A. The symbol ¢ is used for the negation of the relation € . So,
O ¢ A stands for the statement that © is not an element of the set A.

If there are too many elements for them to all be listed, a set can be defined by specifying the
property its elements have and the objects which are not the elements of it do not have. For
example, if P(x) is a sentence in a variable x which determines a property of certain objects,
one can define a set B of elements having the property P by

B={z : P(x) holds} or B ={x| P(x) holds}

The symbol : (or |) stands for “... such that...”, so the above formulas correspond to

B is the set of objects x such that P(x) holds.

One can restrict the scope of elements of B by requiring that they come for another set C'
which is written by

B={zeC : P(x)holds} or B={xeC|P(x)holds}

The father of set theory. George Cantor
played such an important role in establishment
of the set theory that he is often referred to as
its father. He introduced the concept of a bi-
jective correspondence (so shall we in section
5). This made comparison of the sizes of differ-
ent sets possible and led to proving that there
are uncountably many real numbers.

This challenged the established opinion that
there were only finite set and that a single con-
cept of “infinity” was in a realm of philosophy
rather than mathematics — Cantor’s work indi-
cated that there are various levels of “infinity”
to be considered. The need to study sets as
concepts of a separate mathematical theory

became evident after Cantor’s introduction and treatment of more than one level of “infinity”.

During his life, Cantor’s work was often not well-received and some of the leading figures
of mathematics at the time even refer to him as a ”scientific charlatan”, a "renegade”, and a
"corrupter of youth” and to his work as "utter nonsense”, "laughable”, and "wrong”. Some
of this criticism originated from the view that Cantor’s theory was too non-constructive — it
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asserted the existence of sets satisfying certain properties without producing them explicitly.
Even those who appreciated Cantor’s work did not always support it publicly: for example, a
paper Cantor submitted to a journal was rejected with an explanation it was ”... about one
hundred years too soon.”

During his life, Cantor suffered from depression because of such reception of his work. In
the early 20th century, there was an increased appreciation and recognition of Cantor’s work.
David Hilbert, in particular, defended Cantor’s work and is known to have said that ”"No one
shall expel us from the paradise that Cantor has created.” Besides these later accolades, Cantor
continued to suffer from depression for the rest of his life.

Russell’s paradox. Let us consider the case
when P(z) is the sentence stating that x is a
set such that x is not an element of x (so P(z)
stands for x ¢ ) and let R be the set defined
by P(z)

R={z:z ¢ z}.

The notation R is used for “the Russell set”
how this set is sometimes refer to.

The question is whether R is an element of R or not (and by the law of excluded middle we
know that exactly one of the two possibilities have to be the case). So, either R € Ror R ¢ R.

If R € R holds, then P(R) holds, so R has
the property that it is not its own element, i.e.
R ¢ R holds. This is a contradiction since we
have that both R € R and R ¢ R hold.

On the other hand, if R ¢ R holds, then
P(R) fails, so R does not have the property
that it is not its own element, i.e. R is an el-
ement of R so R € R holds. Thus, we arrive BN ’ \
to the same contradiction: both R ¢ R and Houston \}Ve"‘h ave a prObIe
R € R hold. dl

This clearly presents a problem. =

%

Russell published a paper containing this paradox in 1901. As it turned out, the same
paradox has already been noted (but not published) by Ernst Zermelo in 1899 and by Georg
Cantor himself during the late 1890s.

All the versions of the paradox lead to the same problem: one cannot pick just any property
P(z) to be used for defining a set A by

A={x:Px)}
without any restrictions, but the elements of A have to be restricted to being elements of already
defined set B in which case A can be defined as
A={x € B: P(x)}.

This approach is called the axiom schema of restricted comprehension and the approach
of the naive set theory is called unrestricted comprehension. This makes Russell’s paradox



42 LIA VAS

mute since elements of the Russell set R cannot be restricted to any other set: if R is defined
as {v € A:x ¢ x} for some set A, then the assumption that R € A leads to the same type of
a contradiction: both R € R and R ¢ R would hold. So, it is simply the case that R is not an
element of A.

The use of restricted comprehension became a standard way to approach definition of sets
and became a part of the axiomatic set theory built by Zermelo, Abraham Fraenkel, and
Thoralf Skolem which is called ZFC theory (Z for Zermelo, F for Fraenkel and C for “choice”
indicating the use of the Axiom of Choice). Russell himself also suggested a theory which avoids
unrestricted comprehension by using the type theory which considers certain hierarchy between
“regular” sets and sets like R of higher complexity and, hence, of different type.

Ernst Zermelo, Abraham Fraenkel, and Thoralf Skolem

A related way to avoid unrestricted comprehension is consideration of classes, which is known
today as NGB theory, introduced by John von Neumann, reformulated by Paul Bernays, and
further simplified by Kurt Godel. To summarize the idea of this theory without going into
formal definitions, a class is a collection of objects which can be so large that “anything goes”
for them. A class is a set if and only if it belongs to some other class. So, for example, Russell
“set” R is a class which is not a set.

John von Neumann, Paul Bernays,  and Kurt Godel

Subset relation. Equality of two sets. A set A is a subset of a set B, written as A C B,
if every element of A is also an element of B. This can be easy to directly check when the two
sets contain only a few elements. For example, if A = {1,2} and B = {1,2,3} then A is a
subset of B.
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One can show that A is a subset of B in general, even if the elements of the sets are not all
explicitly listed, by showing the implication below
reA = zeB

for any element x.

Exercise 17. Show that the relation C is transitive, i.e. that
ACBand BC Cimply ACC

Solution. Assume that A C B and B C (' and let us show that A C C. So, we need to show
that the implication x € A = z € C holds for any x. Let x be an arbitrary element such that
x € A. Since A C B, we have that the implication x € A = x € B holds. And, as x € A, we
can conclude that x is in B by Modus Ponens.

As B C C, we have that the implication x € B = z € C holds. Since x € B holds, we can
conclude that x is in C' by Modus Ponens. So, we showed that z is an element of C' which
proves the implication needed for A C C.

Two sets are equal if they have the same elements. So, showing that sets A and B are equal
(written A = B) boils down to showing the equivalence below

r€A & zEB

for any element x.
Many properties of sets can be shown by using tautologies.

Exercise 18. Show that
A=DB ifandonlyif AC Band BCA
holds for any two sets A and B.

Solution. The needed equivalence can be shown as follows, using definitions and the appro-
priate tautology.

A=B & (Vx)(re A< xeB) (by the definition of =)
& (Vr)((reA=zeB)AN(zreB=uxcA) (Biconditional law)
& (Vx)(re A=z € B))A((Vx)(zr € B=x € A)) (Moving V through A)
& ACBABCA (by the definition of C)

Having the relation C, one can define the strict subset relation C by
AcCB if ACBand A+#B.
For example, {1} is strictly contained in {1,2} so we can write {1} C {1,2}.
Operations on sets. The intersection A N

B of two sets A and B is a set consisting of
elements which are in both sets. Thus,

A

ANB={z:x€ ANz € B}
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Venn Diagrams can be used to represent operations on sets. The diagram representing the
intersection of two sets is above.

Many set identities can be shown to hold by using corresponding tautologies. For example,
showing commutativity for the intersection

ANB=BNA

follows from commutativity of A as the following shows.

reANB & xe€ ANz e B (by the definition of N)
& xze€ BAze A (Commutativity of A)
& rveBNA (by the definition of N)

The union A U B of two sets A and B is a
set consisting of elements which are in one or
in the other set. Thus,

A

AUB={z:x€ AVz € B}

The diagram representing the union of two sets
is on the right.

As V is commutative and the union is defined via the disjunction, AU B = B U A can be
shown analogously to showing commutativity for the intersection. Since V distributes to A and
vice versa, the corresponding tautology and the definitions can be used to show distributivity
of U and N.

AN(BUC)=(ANB)U(ANC) and
AUu(BNC)=(AuB)N(AUC).
For example, the first formula above can be shown as follows.

reAN(BUC) & ze€ANxeBUC (by the definition of N)
& rzeAN(xeBVvzel) (by the definition of U)
& (reANzxeB)V(xe ANz € () (Distributivity of A and V)
& zeANBVrze ANnC (by the definition of N)
& ze(ANB)UANC) (by the definition of U)

The difference A — B of two sets A and B B

is a set consisting of elements which are in A
but not in B. Thus,

A—-B={x:x€ ANz ¢ B}

If a set A is considered to be a subset of a
set U (the notation U is used to implies that
U is “universal” for A), the difference U — A is
the complement of A in U. We use notation
A for the complement of A. The notations A°
and A’ are also used for the complement. In
practice, this universal set does not have to be
explicitly given or mentioned — it is understood
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that we are working within some general set of elements under our consideration. So, the
set A effectively corresponds to the elements not in A and, thus, the operation of taking the
complement corresponds to the negation.
Recall that De Morgan’s laws specify how the negation moves through A and V. These laws
can be used to show that
ANB=AUDB and

AUB=ANB.
For example, the first formula above can be shown as follows.
re€ANB & -~zrzcANDB (by the definition of the complement)

& - (re ANz e B) (by the definition of N)

& —xeAV-zeB (by De Morgan’s law)

& r€AVvreB (by the definition of the complement)
& z€AUB (by the definition of U)

If the universal set U is considered as the set of all elements currently under consideration,
then the formula x € U is considered to be true for any possible x and the identity

AUA=U

corresponds to the law of the excluded middle. On the other hand, ANA consists of no elements
as the sentence p A —p is a contradiction. We use () to denote the set with no elements called
the empty set. The notation {} is also used for this set. So, we have that

ANA=1(

Since x € () is true for no elements x, showing that a certain set is equal to the empty set
can often be shown by a proof by contradiction. To prove a certain statement P using a

proof by contradiction, assume that P is false,
derive a false statement out of it, and then con-
clude that, since =P = 1, then =P has to be
false, so P is true. We illustrate this method
in the next example.

Exercise 19. Show that A C A — B is equivalent to AN B = () for any two sets A and B.

Solution. As the statement we need to show is an equivalence, we need to show two directions,
ACA-B=ANnB=0and ANB=0= ACA-B.

To show the direction (=), assume that A C A — B and let us show that AN B = (). Assume,
on the contrary, that there is x € AN B. Then z € A and x € B are both true. As x € A and
A C A— B, we have that x € A— B. By definition of the difference, this means that z € A and
x ¢ B. So, we have now that both x € B and x ¢ B are true which is a contradiction (recall
that p A —p is always false). Thus, our initial assumption that there is z € AN B is false, so
AN B contains no elements and, hence AN B = (). This finishes the proof of direction (=).

To show the direction (<), assume that AN B = (). We need to show that A C A— B. Let us
use the proof by contradiction again. So, assume that it is not the case that A C A — B which
means that there is x € A which is not in A — B. As x ¢ A — B, we have that the negation of
the conjunction x € A Az ¢ B holds. By De Morgan’s law, this means that the disjunction
x ¢ AV € B holds. However, as z is in A the first term of this disjunction is false, so for the
disjunction to be true, it is necessary that the second term x € B holds. Thus, we have that x
is an element of both A and B and, hence, x € AN B. This contradicts that AN B is equal
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to (. As we reached a contradiction, our assumption that A C A — B is false cannot hold, so
A C A— B is true.

Note that all the operations and relations on sets can be completely paired up with logical
connectives:

the operations N, U, and the complement correspond to N\,V, and — and
the relations = and C correspond to < and = .

Besides the set identities already given and paired up with corresponding tautologies, the table
below lists some additional properties and their tautology counterparts.

set identity tautology
AN(BNC)= (AN B)NC |associativity for
AU(BUC)=(AUB)UC | A and V

ANA=A idempotent laws for
AUA=A A and V

A=A Double Negation law
A=B & AC BABC A | Biconditional law
ACB < BCA Contrapositive
ACB & AUB=U Material Implication

Generalized intersection and union. An argument can be made that all of the above
identities involve only up to three sets and Venn diagrams can be used for demonstrating their
validity instead of definitions and tautologies. We adopted this more formal approach because
it can be generalized to identities on intersection and union of possibly infinitely many sets.

So, let us consider I to be any set (we use [ to indicate the index set) and let A; be sets
for any 7 € I. The generalized intersection, denoted by (,.; A; is the set of all elements x
which are in A; for every ¢ € I. Thus,

ﬂAi:{x:xeAi for every i € I}.
i€l

The generalized union, denoted by |J,.; A; is the set of all elements z which are in A; for
some ¢ € [. Thus,

UAi:{:z::xEAi for some i € I}.
i€l

If I is the set of natural numbers I = {1,2,...}, ,c; A; and |J,.; A; are also written as

ﬁ AZ and G Az
i=1 i=1

respectively.

Exercise 20. Show that

Na-Ua

il il
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Solution.
xr € mie[ Al

€ (Vi A (by the definition of the complement)
- (Viel)x e A; (by the definition of )

(FieI) -z € A; (Distributing — through V)

(FieI)z € A;  (by the definition of the complement)
z €U, A (by the definition of )

The power set. If A is a set, the power set P(A) of A is the set which consists of all the
subsets of A.

S

P(A)={B:BC A}
For example, if A = {1,2}, then P(A) consists of four elements
0.{1},{2}, and {1,2}.

Since the relations ) € A and A C A, hold for every set A (see the first practice problem
below) () and A are always elements of P(A). Note that in the case when A = (), P(A) has only
one element A = (), so P(0) = {0}.

The Cartesian product. If A and B are two sets, the Cartesian product A x B is the set
of ordered pairs (a,b) where the first coordinate a is in A and the second b is in B.

Ax B=A{(a,b):a€ ANDE B}

For example, if A ={1,2} and B = {A,, 0}, then A x B consists of six elements
(1,A), (1,0), (1,0) (2,4), (2,0), and (2,9)

and A x A consists of four elements

(1,1), (1,2), (2,1), and (2,2). X (x,y)

If R is used to denote the set of real num-
bers, then R xR is the set of points in xy-plane. y
Indeed, if we represent the first copy of R as
numbers on the z-axis and the second copy of

R as the numbers on the y-axis, then RxR con-
sists of the ordered pairs (z,y) of real numbers
which is exactly the content of the zy-plane.

By defining the product set via ordered pairs, we assumed a certain level of familiarity with
the concept of an ordered pair of a reader. In the “epic search for truth” in which we are to
build such a concept using sets only, an ordered pair (a,b), for a in some set A and b in some
set B, can be defined as the element {{a}, {a,b}} of P(P(AU B)). This definition enables one
to deduce the difference between the first and the second entry of the element defining (a, b).

If n is a positive integer and A, ..., A, sets, one defines the Cartesian product A; x As x
... X A, as the set of n-tuples (ai, as,...,a,) such that a; € A; for every ¢ = 1,...,n. Thus,

Ay X Ay x ... x A, ={(ay,aq,...,a,) :a; € A; forevery i =1,...,n.}

For example, if A = {1,2}, B = {A, 0,0}, and C = {c} then A x B x C consists of six
elements

(1, A,¢), (1,00, (1,0,¢) (2,A,¢), (2,0,¢), and (2,9, ¢)
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Note that A x B x C, (A x B) x C, and A x (B x () are all different sets. The second two
consists of ordered pairs in which first or the second coordinate is an ordered pair itself, so they
do not contain ordered triples. So, for example, (1, A, ¢) is an element of A x B x C' but not of
(Ax B)xCnor Ax (BxC), ((1,A),c) is an element of (A x B) x C but not of A x B x C nor
Ax (BxC),and (1,(A,c)) is an element of A x (B x C') but not of Ax B x C nor (Ax B) x C.

Cardinality. In all of our examples involving sets with “a few” elements, we made an intuitive
reference to the number of elements of a set. For example, if A = {1,2}, then the number
of elements of A is two. Things are less clear if the number of elements of a set is not finite
and the following questions may be relevant for our “epic search for truth”.

1) Do any two sets with infinitely many elements have the same number of elements?

2) If not, how do we measure different infinities?

3) What do we even mean by “the number of elements” if this number is not finite?

4) If sets are to be the first step in building mathematics formally, what do we even mean
by “a number”?

(
(
(
(

We shall be able to address all these questions, after introducing the concept of a bijective
correspondence in section 5 and treat cardinality more rigorously in section 6.

Practice Problems 3. (1) Show the following identities or statements in which A, B, C,
and D stand for arbitrary sets.

B
B & ANB=A
B < P(A) C P(B). When showing direction (=), you may need to use that
e relation C is transitive (see Exercise 17).
() ACBANCCD = AxCCBxD
k) AUB=0 & A=0AB=10
(2) Exhibit some sets A and B for which the following identities or statements hold.
(
(

oo o

a) A—-B#B-A
b) Ax B# B x A

A
A, ={1,2,...,n},

A, ={n,n+1,...}

A, = [0,n) where [0,n) is the interval of real numbers between 0 and n including
0 (not including n).

(4) Let A = {1} and B = {2,3}. Determine the following sets.

P(A), P(B), P(P(A)), Ax B, P(AxB), P(A)x B, AxP(B), P(A) x P(B).
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Solutions. (1) (a) One needs to show that the implication x € () = x € A holds for every
x. Since the premise z € ) is always false, the implication holds (recall that 1. = p
is true for any value of p).
(b) The implication z € A = = € A is true since the sentence p = p is a tautology.

(c) ACB & (Vo)(re A==z € B) (by the definition of C)
& (Vz)(-x € B= -z € A) (by Contrapositive law)
& (Vo)reB=1cA (by the definition of the complement)
& BCA (by the definition of C)

(d) Assume that x € AN B. Then 2 € A and « € B, so x € A holds. This shows that
the premise x € AN B implies x € A. This shows that AN B C A.

(e) Assume that = € A. Then the disjunction z € A or x € B is true, so x € AU B.
This shows that the premise x € A impliesx € AUB so AC AU B.

(f) For any ordered pair (z,y), (z,y) € Ax () is equivalent with z € A and y € (). Since
the relation y € () is false, no such y exists, so no (x,y) € A x () exists. This shows
that A x ) = (). One shows that ) x A = ) similarly.

(8) r€ A—B & xz€AN-z€B (by the definition of the difference)
< x€ ANz e B (by the definition of the complement)
& v€ANB (by the definition of the intersection)

(h) Let us show the direction (=) first. Assume that A C B. Since AN B C A (see
problem 1c), to show AN B = A, it is sufficient to show that A C AN B. Assume
that x € A. Then z is also in B since A C B. So, the conjunction x € A and x € B
is true. Thus, z € AN B.

Let us show the direction (<) next. Assume that AN B = A holds and let us show
A C B. So, assuming z € A, we need to show z € B. If x € Athenxz € ANB
since A= AN B. So, x € A and x € B both hold. In particular, x € B holds.

(i) To show the direction (=), assume that A C B and let C' € P(A). Then C C A.

So, we have that C' C A and that A C B. By transitivity of C, we have that C' C B
so C' € P(B). This shows that P(A) C P(B).
To show the direction (=), assume that P(A) C P(B) and let us show that A C B.
So, we need to show the implication x € A = = € B for any z. Let x € A. Thus,
the set {z} is a subset of A (because € {z} is true and x € A is true so the
implication z € {x} = = € A is true). So, we have that {z} is an element of P(A).
As P(A) C P(B), this implies that {z} is an element of P(B). So, {x} is a subset
of B and, as z is in {«} and the implication z € {z} = = € B holds, we have that
x is in B by Modus Ponens.

(j) Assume that A C B and C' C D and show that A x C' C B x D. So, we need to
show that if (a,c) € A x C, then (a,c) € B x D. Assume that (a,c) € A x C, then
a € Aandce C. If a € Athena € B since A C B. If ¢c € C, then ¢ € D since
C' C D. So, we have that a € B and ¢ € D which implies that (a,c) € B x D.

(k)

AUB=0) & -x€AUB (by the definition of )
& —(re AV e B) (by the definition of U)
& —ze€ AN—-x € B (by De Morgan’s law)
& A=0ANB=10 (by the definition of ()
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(2) (a) If A = {1,2} and B = {1}, for example, then A — B = {2} and B — A
Another solution: if A is any nonempty set and B = (), then A — B =A— 0
and B—A=0—A=40.

(b) Let A= {1} and B ={2}. Then A x B={(1,2)} and Bx A= {(2,1)}.

0.
A

3) (a) Q’%ﬁ" :}{1}m{2}m{3}m... — fand U, A, = (1JU{2lUBIU... =

(b) (Y, A = {1}0{1 21n{1,2,3}N... = {1} and U, A, = {1}U{1,2}U{1,2,3}U
.=1{1,2,3,..

(©) (P, A = (1,23, Nn1{23,4..0N0 ... = 0 and U, A, = {1,2,3,...} U
{2,3,4,..}U.. _{1 2,3,...}.

(@) (s An = (A} A {AF A — (A} and Uy An = (A} ULA}U... = {4},

(©) (P, A, = [0,1)N[0,2)"[0,3)N.... = [0, 1) and U™, A, = [0,1)U[0,2) U[0,3) U

.10, n)U = [O,oo)

= {

{0, {1}} P(B )—{@ {2} {3},{2,3}}, P(P(A)) = {0,{0} {{1}}, {0, {1}}}.

Ax B={(1,2),(1,3)}, P(AxB)={0,{(1,2)},{(1,3)},{(1,2),(1,3)}},

P(A) x B ={(0,2),(0,3)({1},2), {1},3)}, AxP(B) ={(1,0),(1,{2}), (1,{3}), (1,{2,3})}.
({1} (

(
P(A)xP(B) ={(@,0), (0,{2}), (0,{3}), (0,{2,3}), {1}, 0), ({1}, {2}), ({1}, {3}), ({1}, {2,3})}.
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4. RELATIONS

Binary relations. When introducing predi-
cates and the sentences of predicate logic, we
used a concept of a relation. Knowing the
Cartesian product by now, we can make this
concept more precise.

A binary relation R on sets A and B is
any subset of A x B. We write (a,b) € R as
R(a,b) or aRb and say that a and b are in the
relation R. If A = B, we say that R is a binary
relation on A.

For example, = is a binary relation of any

set A and (a,b) being in relation = is written as a = b. As another example, C is a binary
relation on P(A) for any set A. If R is the set of real numbers, < is a binary relation on R.

A binary relation on a set A can be graphically represented by a directed graph: elements
of A are the vertices, represented as points, of the graph and there is an edge, represented
as an arrow connecting points, from the vertex representing a € A to the vertex representing
b € A if aRb holds.

For example, if A = {1,2,3} and R consists of the pairs (1, 1), (1,2),(3,2), we can represent
this relation by the graph below.

C .1 _— .2 -~ .3

If n is a positive integer and A;, Ag, ..., A, are sets, an n-ary relation on Ay, Ay, ... A,
is a subset of the set A; x Ay X ... x A,,. So, one can think of such a relation R as a property
of some n-tuples.

For example, the relation R consisting of the triples of real numbers (z,y,z) such that
r 4y = z is a ternary relation on R.

If n = 1, the unary relation on a set A is any subset of A. So, one can think of an unary
relation as distinguishing those elements of A which have some specific property. For example,
the set of even integers constitutes an unary relation on the set of all integers and the set of
positive real numbers is an unary relation on the set of all real numbers.

Because of their relevance for the definition of a function, we shall primary concentrate on
binary relations. So, in what follows, by a relation we mean a binary relation.

An equivalence relation. As we shall see in sections 9 and 10, (binary) relations which
“identify” the first and the second coordinate of the ordered pairs they contain are of relevance.
To specify what we mean by “identify”, we consider the following three properties of a relation
R on a set A. Recall that we write aRb if the ordered pair (a,b) is in relation R.

(1) R is reflexive if aRa holds for every a € A.
(2) R is symmetric if aRb implies bRa for every a € A and b € A.
(3) R is transitive if aRb and bRc imply aRc for every a € A, b € a and ¢ € A.

If R is a relation which has these three properties, we say that R is an equivalence relation
on A.
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The main example of an equivalence relation is the relation = on any set A. It is clearly
reflexive because a = a holds for every a. It is symmetric because a = b indeed implies b = a
and it is transitive because a = b A b = ¢ = a = ¢ holds.

When represented graphically, a relation is reflexive exactly when every vertex of its graph
emits a loop e ). A relation is symmetric exactly when for every edge fron}gqg vertex to the
other one, there is an edge returning from the second to the first vertex e e . A relation
is transitive exactly when there is a “direct route}f.o\r\ ewath with a “layover”: the bottom
arrow has to exist if the two top arrows exist e

For example, if A = {1,2,3} the graph below d\fﬁfesm;qulvalence relation
RN

Ce Co oD

Below are further examples of equivalence relations.

Example 1. (1) Let R = A x A for any set A. Such a relation is called a full relation
because it contains all possible ordered pairs. As R contains the “diagonal” {(a,a) :
a € A}, R is reflexive. Since R contains every possible ordered pair, both the premise
and the conclusions of the implications defining symmetry and transitivity are true, so
R is symmetric and transitive.
(2) Let Z be the set of integers and consider the relation = given by

m=mn if m — n is divisible by 2.

As m —m = 0 and 0 is divisible by 2, this relation is reflexive. It is symmetric since if
n — m is even, then m — n is also even, so m = n implies that n = m. It is transitive
since if m = n and n = k, then both m —n and n — k are divisible by 2. Then, their
sum (m —n)+ (n — k) = m — k is also divisible by 2.

There is nothing special about 2 in this example, so for any positive integer [, the
relation on the set of integers given by m = n if m — n is divisible by [ is an equivalence
relation. This shows that m = k. This relation equates m and n modulo 1.

(3) The relation “being parallel to” is an equivalence relation on the set of all planes
in three dimensional space. Indeed, every plane is parallel to itself so this relation is
reflexive. If a plane « is parallel to a plane 3, then [ is parallel to « also, so the relation
is symmetric. If « is parallel to 8 and [ is parallel to v, then « is parallel to v so the
relation is transitive.

(4) Consider the set of nonnegative integers and let ~ be the relation on this set given by

(k,l) ~ (m,n) if k+n=101+m.

Let us show that this relation is an equivalence relation.
Reflexivity. We need to show that (k,[) ~ (k,[) for any nonnegative integers k and [.

(k, 1) ~ (k,l) < k+4+1=1+k (by the definition of ~)
& k+1l=Fk+1 (by commutativity of +)

Since k + [ = k + [ is true, we have that (k,[l) ~ (k,[) is also true.
Symmetry. Assume that (k1) ~ (m,n) for some k, [, m,n € N and show that (m,n) ~
(k,1).

(k, 1) ~(m,n) < k+n=10+m (by the definition of ~)
< m+l=n+k (by commutativity of + and symmetry of =)
< (m,n) ~ (k,1) (by the definition of ~)



FUNDAMENTALS OF MATHEMATICS 53

Transitivity. Assume that (k,l) ~ (m,n) and that (m,n) ~ (o,p) and show that
(k; 1) ~ (0,p).

(k,1) ~ (m,n) A (m,n)~(o,p) & k+n=I+m N m+p=n+o (by the definition of ~)
= k+n+m+p=Il+m+n+o (by adding the equations)
& k+p=l+o (by cancelling n + m)
< (k1) ~ (o,p) (by the definition of ~)

This example may seem random right now, but it will be essential when forming
integers from natural numbers in section 9. More generally, if you continue your study
of mathematics, this type of relation is used when forming a Grothendieck group of a
cancellative monoid.

We intend to use the symbol ~ in larger generality than only in the previous example: we
use it for a generic equivalence relation.

If ~ is an equivalence relation on a set A, and a € A, then the equivalence class [a] of a
consists of all elements of A which are in relation with a

[a| ={be A:a~ b}

So, one can think of [a] as the set of all elements of A which ~ identifies with a. Note that as
~ is reflexive, a ~ a for any a € A so a € [a] for any a € A.

If ~ is represented via graph, the equivalence class of an element a consists of all the elements
whose vertices connect to the vertex labeled by a. For example, if A = {1,2,3} and ~ has the

graph below, o

Ce Co oD

then [1] = {1} and [2] = [3] = {2, 3}.

Exercise 21. Show that
la]| = [b] if and only if a ~ b.

Solution. If [a] = [b] then a € [a] = [b], so a € [b] which implies that b ~ a by definition of the
equivalence class. Thus a ~ b by symmetry. Conversely, if a ~ b, let us show that [a] = [b]. As
[a] and [b] are sets, we need to show that [a] C [b] and [b] C [a] hold. To show [a] C [b], assume
that ¢ € [a] and let us show ¢ € [b].

The statement ¢ € [a] means that a ~ ¢ by the definition of the equivalence class. And, as
a ~ b, we have that a ~ b and a ~ ¢ so b ~ ¢ by symmetry and transitivity. So, ¢ € [b]. This
shows that [a] C [b]. The converse [b] C [a] is shown analogously (fill the blanks for practice).

The set of all equivalence classes is the quotient set or the factor set A/~ of A with

respect to ~ . Thus,
A/~ = {[a] :a € A}.

Thus, if one wishes to identify certain objects if they are “equal” in the eyes of a certain
equivalence relation, then one can consider the set A/~ instead of the original set A. For
example, if one is not interested in exact position of a plane in space, only in its “slope”
(i.e the direction vector), then one can consider the quotient set of the set of all planes with
respect to the equivalence “... is parallel to...” from part (3) of Example 1. This idea of
“identifying” up to some equivalence appears when considering cardinality of sets, dimension
of vector spaces, isomorphic groups, homeomorphic topological spaces, connected graphs, so it
is rather fundamental for many areas of mathematics.
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Let us consider the equivalence classes and the quotient sets of the set A = {1,2,3} with
respect to three different equivalence relations below.

(1) The equality (i.e. the relation {(1,1),(2,2),(3,3)}).

Co Ce Cos
This relation identifies each element only with itself, so [1] = {1}, [2] = {2} and [3] = {3}
and so the quotient set A/~ has three elements: {1}, {2}, and {3}.
(2) The relation ~ given by
TN

C o C o9 - o3 D
For this relation, [1] = {1}, [2] = [3] = {2,3} and so the quotient set A/~ consists of
two elements A/~ = {[1],[2]} = {{1},{2,3}}. Thus, the relation ~ identifies 2 and 3
on A.
(3) The full relation A x A consisting of all nine ordered pairs in A x A.

AN
Co w0
Here every element of A is in relation with any other element of A, so there is only
one equivalence class [1] = [2] = [3] = {1,2,3} and A/~ contains only one element
A/~ ={[1]} = {{1,2,3}}. Thus, the relation ~ identifies all three elements of A.

(4) Let us describe the quotient set of the relation = from part (2) of Example 1. As all
even integers are in relation =, all odd numbers are in relation = with each other, and
no even and odd integer are in this relation, we have that the equivalence class of any
even integer 2n is equal to the equivalence class of 0 and it consists of all even integers.
The equivalence class of any odd number 2n + 1 is equal to the equivalence class of 1
and it consists of all odd integers.

Thus, [0] = {2n :n € Z} = 2m] and [1] = {2n+ 1 : n € Z} = [2m + 1], for any
nonegative integer m. So, all even numbers are identified with 0 and all odd numbers
with 1 in the quotient set. As a result, the quotient set has two elements [0] and [1].

A partial order. If a reflexive and transitive relation R on a set A is also antisymmetric where
R is antisymmetric if aRb and bRa implies a = b for every a € A and b € A

then R is said to be a partial order on A and the set A is said to be a poset (to shorten

“partially ordered set”). We use the symbol =< to denote a relation which is a partial order.

If a relation is represented via a directed graph, it is antisymmetric exactly when the loops
are the only possible types of cycles (i.e. there are no cycles of length larger than 1). For

example, the graph
O
C o A\ 3 :)

defines a partial order on A = {1,2,3} and the graph
C o \P) o3 D
N~
does not define a partial order on A since the antisymmetry fails because of the presence of a
cycle containing the vertices 1 and 2.

Another way to represent a relation which is a partial order is a type of diagram called a
Hasse diagram. A Hasse diagram is an undirected graph in which a vertex corresponding to
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a is graphed below a vertex corresponding to an element b if a < b and a # b. For example,
if A={1,2,3}, and < is defined by the first graph above, then 1 < 2 < 3 holds, so its Hasse
diagram is the graph below (much simpler than the directed graph representation).

3
\P)
4
Let us consider some other examples.
Example 2. (1) The equality is a partial order on any set because it is reflexive and tran-

sitive and the implication a = b A b = a = a = b clearly holds.

(2) The relation C on P(A) for any set A. The reflexivity holds since B C B holds for any
set B (see 1b in practice problems of section 3). The transitivity holds by Exercise 17
and the antisymmetry by Exercise 18.

(3) The relation < on the set of real numbers R. This relation is reflexive (a < a indeed
holds for any real number a) and transitive (¢ < b and b < ¢ imply a < ¢). It is
antisymmetric since a < b and b < a force a and b to be equal.

(4) The division relation | on the set of positive integers is a partial order since n divides
n for any positive integer n, if n divides k and k divides m, then n divides m, so it is
reflexive and transitive. It is antisymmetric since if n divides k and k divides n, then
they are necessarily equal.

Any partial order < on a set A defines a strict partial order < by
a<b if a=<banda#b.

For example, the relation C on P(A) for a set A gives rise to the relation C . For example, if
A ={1,2,3}, then {1} C {1,2} and {1} C {1} but {1} ¢ {1}. The relation < on R gives rise
to the relation < of “being strictly less than”.

Greatest, least, maximal, and minimal elements, supremum and infimum. Let A be
any set and < be a partial order on A. We introduce the following types of elements.

(1) a € A is a greatest element if b < a
for every b € A. Dually, a € A is a

least element if a < b for every b € A. A flea

Let us show that a is a greatest element,
then it is unique so that we can say that a is
“the greatest element”. Indeed, assume that
both a; and ay are greatest elements of a set
A partially ordered by <. Thus, we have that

b < a; holds for every b € A. So, by taking as for b, we have that ay < a;. As as is also a
greatest element, b < a for every b € A. By taking a; for b, we have that a; < ay. Thus, both
a1 = ag and as =< a; hold and so, as < is antisymmetric, we have that a; = as.

Analogous claim holds for a least element: if it exists, it is unique.
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For example, A is the greatest element of P(A) considered with the partial order C for any
set A. The empty set is the least element of P(A).

Let us consider another example. The element 0 is the least and 1 is the greatest element of
the closed interval [0, 1] of real numbers. On the other hand, the open interval (0, 1) does not
have the greatest nor the least element because for every element of this open interval, say e,
there is a larger and a smaller element. For example, § is smaller than ¢ (and still larger than
0 since € > 0) and € + 1%5 is larger than ¢ (and still smaller than 1 since € + % = 1—;5 <1las
l+e<14+1=2).

(2) An element a € A is a maximal element of A if there is no element b € A which is
strictly larger than a. To write this requirement by a formula, recall that a < b stands
for a < b and a # b. So, this requirement can be written as =(3b € A)(a < bAa # b). By
passing negation through the quantifier and the connectives, we have that the condition
is equivalent with (Vb € A)(a < b= a =0b).

Dually, a € A is a minimal element of A if there is no element b € A which is
strictly smaller than a. Equivalently, for all b € A if b < a then a = b.

As opposed to the greatest and the least elements, a maximal element and a minimal element
are not necessarily unique. For example, let A = {1,2,3} and B be a subset of P(A) consisting
of {1},{2},{3},{1,2} and {2,3}. The relation C is a partial order on B and the Hasse diagram
for the poset B is below.

o2} 023}

v

ot} o2} o3}

Thus, B has two maximal and three minimal elements and no greatest and no least elements.
This example also shows that a maximal element does not have to be the greatest and a minimal
element the least. Exercise 22 below explores the converse.

If A={1,2,3} and the partial order is <, on the other hand, then 1 is both the least and a
minimal element and 3 is the greatest and a maximal element. As another example, if A is any
set, then the greatest element A of P(A) is also a maximal element and () is a minimal element.
The open interval (0, 1), considered with < does not have a maximal or a minimal element.

Exercise 22. For every set A with a partial order =<, if the greatest element exists, then it is
also a maximal element. Dually, if the least element exists, then it also a minimal element.

Solution. If a € A is the greatest element, then b < a holds for any b € A. Let us show that a
is a maximal element by showing that (Vb € A)(a < b= a = b) holds.
So, let b be an arbitrary element of A and let us assume that a < b holds. As b < a also holds
by the requirement that a is the greatest element, we have that a = b by the antisymmetry.
The second sentence of the exercise can be shown analogously.

(3) If BC A, a € Ais an upper bound of B if b < a for every b € B. Note that such a
may not be an element of B.
Dually, a € A is a lower bound of B if a < b for every b € B.

For example, if A = {1,2,3} and B is the subset of P(A) ordered by C so that the Hasse
diagram of B is the last figure above, then the set {1,2,3} is an upper bound of B.

For another example, let A be the set of real numbers and B be the interval (0,1). Then 2
is an upper bound of (0, 1) because 2 is larger than or equal to any element of (0, 1) and so are
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3, , v/5 or any number larger than or equal to 1. The least upper bound, 1, of all these upper
bounds have a special significance.

(4) If BC A, a € A is a supremum of B if a is the least element of the set of the upper
bounds of B and a € A is an infimum of B if a is the greatest element of the set of
the lower bounds of B.

As a supremum is the least element of certain set, if it exists it is unique. An infimum is also
unique if it exists.

For example, 1 is the supremum of (0, 1), ordered by < and 0 is the infimum. This example
illustrate the significance of supremum and infimum: they may exist even when a maximum
and a minimum do not exist.

Total order. A partial order < on a set A
enables us to establish a certain hierarchy be-
tween the set of elements which are in relation
=< . However, we may not be able to “com-
pare” every two elements of A. For example,
if A = {0, A} and then C is a partial order
on P(A) but the sets {0} and {A} are not
“comparable” because neither is a subset of the
other. This example contrasts the partial

order < on the set of real numbers because for any two real numbers a and b either a < b or
b < a so one can “compare” any two such numbers. Partial orders with this property are called
total orders.

More precisely, if a partial order < on a set A is such that

a<borb=<a

holds for any a € A and b € A, then < is a total order.

We have seen that C may not be a total order and that < is a total order on the set of real
numbers. Similarly, the poset given by the first diagram below is a total order and the poset
given by the second diagram below is not (neither {1,2} and {2,3} can be compared nor any

pair of {1}, {2} and {3}).

°;3 ofl:2} oi2:3}
v
P ofl} of2} of3}
®
Practice Problems 4. (1) For a given set A and a relation ~ on it, check whether the

given equation ~ is an equivalence relation. If it is, determine the quotient set.

(a) A = {1,2,3} and ~ consists of the ordered pairs (1,1),(2,2),(3,3),(1,2),(2,1),
(2,3), (3,2).

(b) A = {1,2,3} and ~ consists of the ordered pairs (1,1),(2,2),(3,3),(1,2),(2,1),
(2,3), (1,3), (3,1).
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(c) A is the set of real numbers and ~ is given by a ~ b if a® = b%.
(d) A is the set of integers and = is given by m = n if m — n is divisible by 5.
(e) A is the set of positive integers and ~ is given by m ~ n if n is divisible by m.
(2) For a given set A and a relation < on it, determine whether < is a partial order. If it
is, represent it by a Hasse diagram and determine whether it is a total order. Then,
determine the greatest, the smallest elements, minimal and maximal elements, if any of
those exist.
(a) A={1,2,3} and = consists of the ordered pairs (1,1),(2,2), (3,3),(1,2),(2,3).
) A ={1,2,3} and =< consists of the pairs (1, 1), (2,2), (3,3), (1,2), (2,3), (3,2), (1, 3).
) A="P({1,2,3}) and = consists of the pairs ({1},{1}), ({2},{2}), ({3},{3}).
) A= {{1},{2},{3}} and = consists of the pairs ({1},{1}), ({2},{2}), ({3}, {3}).
¢) A= {{1}, {2}, {3}} and < consists of the pairs ({1}, {1}), ({2}, {2}). ({1}, {2},
({3}, {3})-
(3) If R is a relation on a set A which is reflexive and transitive, show that the relation ~
given by

(b
(c
(d
(

a~b if aRband bRa

is an equivalence relation.
(4) Let A and B be any sets and let < be a partial order on A and = is a partial order on
B. Let us define T on A x B by

(a,b) X (¢,d) if and only if a <cand b3 d.

Show that 3 is a partial order on A x B.

(5) For the given poset A of the set of real numbers R, consider both A and R to be partially
ordered by the relation <. Determine the greatest, the smallest elements, minimal and
maximal elements, and suprema and infima of A, if any of those exist.

(a) A= {1}

(b) A=[0,1).

(c) A is the set of positive integers.
(d) A=(0,1)U(1,2)

(0) A=U2,[0,n)

(6) Show that if a binary relation R defined on a nonempty set A is both symmetric and
antisymmetric, then it is the equality relation, that is

aRb = a=0b

for every a,b € A.
In addition, if R is also reflexive, then the converse a =b = aRb also holds.

Solutions. (1) (a) The relation is reflexive (1 ~ 1,2 ~ 2, and 3 ~ 3 all hold) and symmet-

ric (1 ~ 2 and 2 ~ 1 both holds an 2 ~ 3 and 3 ~ 2 both hold) but not transitive:
1 ~ 2 and 2 ~ 3 hold, but not 1 ~ 3.

The following oriented graph represents ~ can also be used to reach the same
conclusion since there are arrows from 1 to 2 and from 2 to 3 but not from 1 to 3.

/\Q/\
C o A\ 3 D
~—— ~——
(b) The relation is reflexive (1 ~ 1,2 ~ 2, and 3 ~ 3 all hold), but neither symmetric
nor transitive. It is not symmetric since 2 ~ 3 holds but not 3 ~ 2. It is not
transitive since 3 ~ 1 and 1 ~ 2 hold, but not 3 ~ 2.



(e)
(2) (a)
(b)
(c)
(d)
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The following oriented graph represents ~ can also be used to reach the same
conclusion: for both symmetry and transitivity there should be an arrow from 3 to

> O
Fht Y

The relation is reflexive since a? = a? holds. It is symmetric since a? = b% implies
that b> = a? and transitive since a® = b and b*> = ¢? imply that a? = 2.

Note that a*> = b? if and only if b = +a. So, the equivalence class [a] of any real
number a consists of two elements a and —a for a # 0 and [0] = {0}. Thus, the
quotient set is the set of the sets {a, —a} where a € R. As each negative number
—a is “identified” to its opposite a, the quotient set can be represented as the set
of nonnegative real numbers.

Reflexivity. Since m —m = 0 and 0 is divisible by 5, m = m holds.

Symmetry. If n —m is divisible by 5, then m —n = —(n — m) is also divisible by
5, so m = n implies that n = m.

Transitivity. If m = n and n = k, then both m — n and n — k are divisible by 5.
Then, their sum (m —n) + (n — k) = m — k is also divisible by 5. This shows that
m=k.

Quotient set: two integers are in relation, if they have the same remainder when
dividing by 5. As the possible remainders are 0, 1,2, 3, and 4, there are five different
equivalence classes [0], [1],[2], [3], and [4] (the class [2], for example, consists of all
integers of the form 5k + 2 for k € Z). The quotient set consists of five elements
Af= = {[0],1], 2], 3], [4]}.

This is not an equivalence relation since it is not symmetric (it is antisymmetric,
in fact). Indeed, while 1 divides 2, 2 does not divide 1.

The relation =< is reflexive and antisymmetric but not transitive as we have that
1 <2 and 2 < 3 but 1 is not in the relation with 3.

The relation < is reflexive and transitive but not antisymmetric as we have that
2 <3 and 3 <2 but 2 # 3.

The relation is not reflexive: {1,2} is an element of A but ({1,2},{1,2}) is not an
element of <.

The relation is reflexive since every element of A is in the relation with itself. The
relation is antisymmetric: the premise of the implication (¢ < band b < a = a = b)
is never true if a # b. The implication is also transitive since the premise of the
implication (¢ < b and b < ¢ = a =< ¢) is never true if a # b and b # ¢ and it
trivially holds when a = b or b = ¢. The Hasse diagram of < is below.

ofl} of2} o3}

The partial order is not total since there are incomparable elements (actually any
two different elements are incomparable with each other). There are no greatest or
smallest elements and every element of A is both maximal and minimal element.

The relation is reflexive since every element of A is in the relation with itself. The
relation is antisymmetric: the premise of the implication (e < band b < a = a = b)
is never true if a # b. The implication is also transitive since the premise of the
implication (¢ < band b < ¢ = a < ¢) is never true if a # b or b # ¢ and it trivially
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holds when a = b or b = ¢. The Hasse diagram of < is below.
ol2}

.{1} .{3}

The partial order is not total since {1} and {3} are incomparable (as are {2} and
{3}). There are no greatest or smallest elements, {1} and {3} are minimal and {2}
and {3} are maximal elements.

(3) Reflexivity. We need to show that a ~ a holds for any a € A.

a~a < aRa A aRa (by the definition of ~)
& aRa (by idempotence of A)
& T (by reflexivity of R)
Symmetry. Assume that a ~ b holds and show that b ~ a holds.

a~b < aRb A bRa (by the definition of ~)
& bRa A aRb (by commutativity of A)
& b~a (by the definition of ~)

Transitivity. Assume that a ~ b and b ~ ¢ hold and show that a ~ ¢ holds,

a~bAb~c < (aRb A bRa) A (bRc A cRb) (by the definition of ~)
& (aRb A bRc) A (cRb A bRa) (by commutativity of A)
< aRe A cRa (by transitivity of R)
& an~c (by the definition of ~)

(4) Reflexivity. We need to show that (a,b) < (a,b) holds for any a € A and any b € B.
b

(
(a,b) R (a,b) & a=a A b3b (by the definition of )
s T AT (since = and 3 are reflexive)
S (by the definition of N)

Antisymmetry. Assume that (a,b) 3 (¢, d) and that (¢,d) < (a,b) for some a,c € A
and b,d € B and show that (a,b) = (c,d).

(a,b) R (¢,d) AN(e,d) S (a,b) < (a=<c ANbZd)AN(c=a AN dZ3b) (by the definition of J)
S (acANec=xa)AN(bZd AN dZbh) (by commutativity of A)
a=c AN b=d (since < and 3 are antisymmetric)

(a,b) = (¢,d) (by the definition of an ordered pair)

Transitivity. Assume that (a,b) 3 (¢,d) and (c,d) 3 (e, f) for some a,c,e € A and
b,d, f € B and show that (a,b) < (e, f).

(a,0) £ (¢, d) A (c,d) 3 (e, f)

T

& Sd)A(c=<e AN dZf) (by the definition of 3)
& (a=cNc=2e)ANbZSd AN dZf) (by commutativity of A)
= =< f (since < and 3 are transitive)

< (a,b) (e, f) (by the definition of 3)

~

(5) (a) If A = {1}, greatest, the smallest elements, minimal and maximal elements (each
unique), and suprema and infima of A are all equal and equal to 1.
(b) If A =0, 1) neither the greatest element nor a maximal element exist. The supre-
mum exist and it is 1. 0 is the smallest, a minimal element (which is unique) and
the infimum of A.
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(c) A is the set of positive integers, i.e. the set {1,2,3,...}. Then 1 is the smallest
element, unique minimal element and the infimum of A. There is no greatest, no
maximal element and no supremum.

(d) A = (0,1) U (1,2). The fact that 1 is not an element of A does not make a big
difference in this case and the elements in question for A are the same as for (0,2) :
there are no smallest nor greatest elements, no minimal and maximal elements and
0 is the infimum and 2 is the supremum of A.

(e) As any nonnegative real number is smaller than some positive integer n, A is the
interval [0,00). Thus, 0 is the smallest element, a unique minimal element and the
infimum and there is no greatest element, no maximum and no supremum.

(6) The problem is asking us to show the implication aRb = a = b for any a,b € A. So,
assume that a and b are elements of A such that aRb holds. As R is symmetric, we have
that bRa holds. Thus, the premise of the implication aRb A bRa = a = b is true and
the implication itself is true because R is antisymmetric. Hence, the conclusion a = b
is also true.

If R is reflexive, then aRa holds for any a € A. So, if a = b holds, then aRa is aRb
and it holds. This shows the converse implication a = b = aRb.
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5. FUNCTIONS

Maps, domains, codomains. A function is a relation which satisfies some further properties.
In particular, if A and B are sets, a binary relation f on A x B is a function or a mapping
A to B, if the following two conditions hold:
(1) For every a € A, there is b € B such that (a,b) is in f. Thus, every element of A should
appear in the first coordinate of at least one of the ordered pairs.
(2) For every a € A, b € B such that (a,b) is in f is unique. Thus, no element of A should
appear twice in the first coordinate of any two ordered pairs.
In this case, we say that f maps A to B and we write f:A—B
and if (a,b) € f for some a € A and b € B, we write

fla)=b

and say that b is the image of a.
The two conditions above can be written as
follows.

(1) For every a € A, there is b € B such

that f(a) = b.
(2) If a1 = ag, then f(a;) = f(az) for every
ai,as € A.

The set A is called the domain of f and the set B is the codomain of f. A function can
be represented by arrows mapping the elements of A to elements of B. For example, if

A =1{1,2,3} and B = {a,b, ¢}, the relation A B
consisting of
(1,a),(2,b), and (3,b) '
is a function (every element of A indeed ap-
pears in the first coordinate and no element ’-

of A appears twice in the first coordinate of
any of the ordered pairs). This function can
be written as f(1) = a, f(2) = b, and f(3) =b
and represented by the diagram on the right.

This type of representation can be used to check whether a given relation is a function. The
relation on the first diagram below is not a function since the first condition fails (the element
3 of A is mapped to no element of B) and the relation on the second diagram below is not a
function since the second condition fails (the element 2 is mapped to two different elements of

B). A B A B

g

not functions
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A relation on a subset A of the set of real numbers R is a function can be represented by a
graph in the xy-plane. The two requirements for the relation to be a function can be checked
by the vertical line test: any vertical line passing any element of A (represented on the
x-axis) should intersect the graph at least and at most once (i.e. exactly once). For example,
y = 22 is a function with the domain R. A

The upper arc of the unit circle y = v/1 — 22 y=b<-1 s not y=a,ain[-11], |y=c>1isin not
is a function with the domain [—1, 1], but it is in the domain is in the domain | in the domain
not a function on entire R because a vertical
line passing any number outside of the inter-
val [—1, 1] does not intersect the graph so the
vertical line test fails. The entire unit circle b 3 o >
2?2 + y? = 1 fails the vertical line test inside
[—1,1] also, so this is not a function neither on
[—1,1] nor on R.

no intersection an intrersection | no intersection

If f is a function mapping A to B, the set of all elements of B which are images of some
element of A is called the image or the range of f and is denoted by Imf or, simply, f(A).
Thus,

f(A)={f(a) :ac A} ={be B:b= f(a) for some a € A}.
A

For example, the image of the very first func- =
tion we considered (see the first figure of this
section) is {a, b}. The image of y = 2 consid- a Intersections

. . . y=a>0 is in the range
ered on the domain R is the set of nonnegative

real numbers, the interval [0,00). Note that . .
an intrersection

this can be determined by considering all y- s VT —
values such that a horizontal line at that point

intersects the graph. The figure on the right -a no intersections
illustrates this for y = 22 function. y=-a<0 is not in the range

In the special case when the domain A of some function f : A — B is of the form A; x
Ay X ... A,, one can consider f to be a function of n variables. For example, the formula
z = 22 + y* defines a function f on two variables mapping an ordered pair (z,y) from R x R
onto the element 22 + 32 of R. So, f : R x R — R.

Injective, surjective and bijective functions. A function f: A — B is
(1) is onto or surjective if
for every b € B, there is a € A such that f(a) =0,

i.e. if the image f(A) of A is the entire set B. Thus, for an onto function, every
element of the codomain is the image of some element of the domain, i.e. f(A) = B.
Represented graphically, every element of B is hit by an arrow originating in A.

(2) A function f: A — B is one-to-one or injective if

f(a1) = f(az2) implies that a; = ay
for any ay,as € A. Thus, a function is one-to-one if the converse of the second condition

in the definition of the function holds. Represented graphically, no element of B receives
two arrows.



64 LIA VAS

For example, the first function we considered in this section (see the first figure with sets A
and B in this section) is not onto since ¢ € B is not in the image of f — it does not receive
an arrow from A. This function is not one-to-one since b € B is in the image of two different
elements — it receives two arrows from A.

A A B
le le
2e 2e \
|
Se
one-to-one and not onto onto and not one-to-one

In some cases, it is easier to check the contrapositive

ay #ay = fla1) # f(a2)

of the implication  f(a;) = f(a2) = a1 =as to check that a function is one-to-one. Note
that f is not one-to-one if there are a;,as € A such that

ay #ay and f(a1) = f(az).

If a function f on a subset A of R is represented graphically, it is one-to-one if it passes
horizontal line test on its image: a horizontal line at any element of f(A) (positioned on the
y-axis) does not intersects the graph more than once. If f(A) = R, the function is onto R and
a horizontal line at any point of the y-axis intersects the graph.

For example, the image of y = 22 is the interval [0,00) and this function is not injective:
2 and —2, for example, have the same image 4. The function y = 2% is both one-to-one and
onto: the horizontal line at any point on the y-axis intersects the graph (so it is onto) and it
intersects it exactly once (so it is one-to-one).

If a function f : A — B is both one-to-one A B
and onto, we say that it is a bijection and that 1e
A and B are in a bijective correspondence.
For example, the function given by the di- 2o \ /
agram on the right is a bijection. The func- / \
tion y = 22 is a bijection mapping R onto R. If e ‘

y = % is considered only on the interval [0, 00)
it maps this interval bijectively onto itself, so
it is a bijection [0, 00) — [0, c0).

An important example of a bijection is the A
identity function on a set A. This function, 1e
usually denoted by id4 or 14, maps every ele-
ment a € A identically onto itself, so it is given 2 \
by /
id A(a) = a 3 °

for every a € A. For example, the function
y = x is the identity function on the set of real
numbers.
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Composition of functions. If A, B, and C are some sets and f: A — B and g: B — C are
functions, a composition g o f is the function mapping A to C given by

(90 f)a) =g(f(a))
for a € A.
For example, if A = {1,2,3},B = {a,b,c}, and C = {O,0,A}, and f : A — B and
g : B — C are defined as on the figure below, then
(g0 f)(1) =g(f(1)) =g(a) =0, (g0 f)(2) =g(f(2)) =g(b) =0, and
(g0 f)3) =9g(f(3)) =g(b) =01
A B

If f and g are real-valued functions of R given by some formulas, a formula for the composite
go f is obtained by replacing every z in g(z) by the formula for f(z). In this case, we think of
f as the inner and g as the outer function. You may remember the composite of the functions
requiring the Chain Rule when differentiating a composite in Calculus 1

For example, if f(z) = 3z + 5 and g(x) = 2® + 2x, then

(g0 f)(z) = g(f(x)) = g3z +5) = (3z + 5)* + 2(3z + 5).
Before the next exercise showing some properties of a composite, note that to show that two

functions f; and fo : A — B are equal, one needs to show that they map an arbitrary element
of A to the same element of B, i.e. that

fi(a) = fa(a) for every a € A.

Exercise 23. If f: A — B, g: B — C,and h : C' — D are functions, show the following
properties.

(1) Associativity holds for the composite.
(hog)of=ho(gof)

(2) The identity function is a neutral element for the composite.
foidg=f and idgof=f

(3) If f and g are injections, then g o f is an injection.

(4) If f and g are surjections, then g o f is a surjection.

(5) If f and g are bijections, then g o f is a bijection.

(6) If g o f is an injection, then f is an injection.

(7) If g o f is a surjection, then g is a surjection.

If A= B = C, exhibit some set A and functions f and g on A such that
feg#golf
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Solution. (1) Let a € A be arbitrary. We have that

((hog)o f)la) = (hog)(f(a)) = h(g(f(a)))
and that

(ho(go f))a) =h((go f)(a)) = hg(f(a))).

This shows that ((hog)of)(a) = (ho(gof))(a) for any a € A and so (hog)of = ho(gof).
(2) Let a € A be arbitrary. We have that (foids)(a) = f(ida(a)) = f(a). Thus foids = f.
To show the second identity, note that idg(f(a)) = f(a) by the definition of idg.
Thus, for any a € A, (idgof)(a) =idg(f(a)) = f(a), which shows that idgof = f.
(3) Assume that f and g are injections. To show that g o f is injective, assume that
go f(a1) = go f(ag) for aj,as € A, and show that a; = as.

go f(a1) =go flaa) < ¢g(f(a1)) =g(f(az)) (by the definition of o)
= f(a1) = f(a2) (since g is injective)
= a1 = ay (since f is injective)

(4) Assume that f and g are surjections. We need to show that g o f is a surjection, i.e.
that for every ¢ € C, there is a € A such that (go f)(a) = c.
Let ¢ € C be arbitrary. As g is a surjection, there is b € B such that g(b) = ¢. Since
f is also surjective, for b there is a € A such that f(a) = b. Hence,

(g0 f)la) = g(f(a)) = g(b) = c.

(5) If f and g are bijections, then they are both injective and surjective. The composite
g o f is injective by part (3) and surjective by part (4), so it is a bijection.

(6) Assume that g o f is an injection. To show that f is an injection, we need to show the
implication f(a;) = f(az) = a1 = ay for arbitrary a,as € A.

flar) = fla2) = ¢g(f(a1)) =g(f(az)) (since g is a function)
& go f(a1) =go f(az) (by the definition of o)
= a1 = as (since g o f is injective)

(7) Assume that g o f is surjective. To show that g is surjective, we need to show that
(Ve € C)(3b € B)g(b) = c. So, let ¢ € C. As g o f is surjective, there is a € A such that
(go f)(a) = c. Thus, g(f(a)) = c. By taking b to be f(a), we have that g(b) =
To show that the composite is not commutative, almost any set with nonidentity functions
different from one another will do. For example if A =R, f(z) = 3z + 5 and g(z) = 2% + 2z,
then

(gof)(x) = g(f(x)) = g(32+5) = (30+5)*+2(32+5) = 922 +3024+25+62+10 = 92?4362+ 35,
(fog)(x) = f(g(x)) = g(a® + 2z) = 3(2® + 22) + 5 = 32* + 62 + 5.

For z = 0, for example, (go f)(0) =35#5=(fog)(0)and so go f # fog.

Inverse function. A function f: A — B has an inverse function g : B — A if

gof=idy and fog=idg.
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If an inverse function exists, it is unique. To show this, assume that both g : B — A and
h: B — A are inverses of f : A — B and let us show that g = h. This holds since

g = idyog by property (2) of Exercise 23
= (hof)og since h is an inverse to f
= ho(fog) by property (1) of Exercise 23
= hoidp since ¢ is an inverse to f
= h by property (2) of Exercise 23.

As an inverse function is unique, we can use a fixed notation for such function and we use
f~1. Hence, if f: A — B has an inverse, it is f~! : B — A and

flof=idy and fof '=idg.
In this case, we say that f is an invertible function.

A function f B A inverse f1 B

\ 7/
I\

Exercise 24. Show that f: A — B is invertible if and only if f is a bijection.

Solution. Let us show the direction (=). So, let us assume that f is invertible. Thus, f~!
exists. As the identity functions id4 and idg are bijections, we have that f~! o f = idy is
injective and that f o f~! = idp is surjective. The injectivity of f~! o f then implies that f is
injective by part (6) of Exercise 23. The surjectivity of fo f~! then implies that f is surjective
by part (7) of Exercise 23. Hence, f is both one-to-one and onto so it is a bijection.

To show the direction (<), let us assume that f is bijective. As f is onto, (Vb € B)(3Ja €
A)f(a) = b and as f is one-to-one, f(a1) = f(az2) = a1 = as for any ay,as € A Thus, if we
define a function g : B — A by g(b) = a if f(a) = b, we have that two requirements for g to be
a function hold so our definition of ¢ is valid and it indeed defines a function (one says that the
function g is well-defined in this case. Indeed, (Vb € B)(3a € A)f(a) = b becomes equivalent
to (Vb € B)(Ja € A)g(b) = a showing that the first requirement for g to be a function holds.
The second requirement holds since if by = by for by,bo € B and if by = f(a1) and by = f(as)
for ay,ay € A which exists since f is onto, then f(a;) = by = by = f(ay) holds and this implies
that a; = as since f is one-to-one. Thus, we have that g(b;) = a; = as = g(bs).

To show that ¢ = f~!, it is sufficient to show that go f = id4 and f o g = idp. The first
relation holds since for any a € A and b € B such that f(a) = b (thus ¢g(b) = a) we have that

(go f)la) =g(f(a)) = g(b) = a = ida(a).

The second relation holds by a similar argument

(fog)(b) = f(g(b)) = f(a) = b =idp(b).
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Inverse images of a function. If f : A — B is any function, possibly not bijective, and
C C A and D C B, we define the image of C as

f(C)={be B:b= f(c) for some c € C}
and the inverse image of D as
fYD)={ac A: f(a) € D}.

Note that f(C) C B and that f~'(D) C A by the above definitions. Also note that the
inverse image of a subset of B should not be confused with the inverse function and it should
be clear from context in which sense the notation f~! is used.

A
For example, if A = {1,2,3}, B = {a,b,¢}
and f is given as on the figure on the right, le
then \
J({1,2}) = {a,b} and f({2,3}) = {b} 20—
for example. And Je

f_l({a’ b}) = {17 2, 3} and f_l({b’ C}) = {27 3}

Exercise 25. Show the following properties of a function f: A - B, C C A, and D C B.

1) C C fH(f(C))

2) f(f(D) S D

3) If f is one-to-one, then C' = f~1(f(C)).
4) If f is onto, then f(f~'(D)) = D.

5) If Dy, Dy are subsets of B then

fHDIN Do) = f7H(D1) N fH(Dy).
(6) If C1, Cy are subsets of A, show that
f(CinCe) € f(C1) N f(Ca).

Show that the converse holds if f is injective and exhibit and example showing that
the converse does not show in general.

Solution. (1) Assume that ¢ € C. Then f(c¢) € f(C) by the definition of f(C) so ¢ €
F7Y(f(C)) by the definition of the inverse image of f(C').

(2) Assume that d € f(f~*(D)) and show that d € D. As d € f(f~Y(D)), there is a €
f7YD) such that d = f(a). Since a € f~}(D), we have that f(a) is in D. Hence
d= f(a) € D.

(3) AsC C f71(f(C)) holds by part (1), it is sufficient to show the inclusion f~1(f(C)) C C.

Assume that ¢ € f~1(f(C)) and let us show that ¢ € C. As ¢ € f~1(f(C)), we have
that f(c) € f(C). Hence, there is ¢; € C such that f(c¢) = f(c1). Since f is one-to-one,
this implies that ¢ = ¢; and as ¢; € C, we have that ¢ is in C.

(4) As f(f~1(D)) C D holds by part (2), it is sufficient to show that D C f(f~*(D)).

Let d € D. As D C B, d € B. Since f is onto, there is ¢ € A such that f(¢c) =d € D
so that ¢ € f~(D). This implies that d = f(c) € f(f~'(D)).
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(5) Let a € A.

a€ f~YDiNDy) & f(a) € DN Dy (by the definition of the inverse image)
< f(a) € D1 A f(a) € Dy (by the definition of the intersection)

& a€ f"YDy)ANa€ f7(Dy) (by the definition of the inverse image)
& (

a€ f~YDy) N fHDy) by the definition of the intersection)

(6)

(7) Let b € B.
be f(Ci1NCy) < (Jae A)b= f(a) Na € C;NCy) (by the definition of the image)
& (GaeA)(b= f(a) Na € Cy Na € Cy) (by the definition of N)
& (GacA)(b= fla)Nae CiANb= f(a) Na € Cy) (by idempotence of A)
= (FacA)b=fla)NacCi)AN(Faec A)b= f(a)Na € Cy)

(by passing 3 through A)
be f(Cy)ANbe f(Cq) (by the definition of the inverse image)
be f(Cy)N f(Cy) (by the definition of N).

Let us assume now that f is injective and let us show the converse. So, let us assume
that b € f(C1) N f(Cs) so that b = f(ay) for some a; € C; and b = f(ap) for some
as € Cy. Thus, we have that f(a;) = b= f(az) and from these relations we can deduce
that a; = ag because f is injective. So, as a; € (1, as € Cy, and a; = as, we have that
a; € C1 N Cy. Since b = f(ay), we obtain that b € f(C; N Cy).

When exhibiting of a non-injective function f and the sets C; and C5 for which the
converse of the given inclusion fails, start by taking a simple non-injective function and
play with various options for C; and C5 to check if some of them would work.

T

For example, let A, B and f be as on A B
the figure on the right. As the function 1e -
values of 2 and 3 make f not one-to-one, \ /
try taking C; = {2} and Cy = {3}. Then 2 e eb
CiNCy =10 so f(CrNCy) = 0. On the |
other hand, f(Cy) = {f(2)} = {b} and e

J(C2) = {f(3)} = {b}, so f(C1) N [(C2) =
{b} N {b} = {b}. As {b} is not a subset of

(), this shows that f(C7) N f(Cy) is not necessarily a subset of f(Cy N Cs).

The inverse images of sets in the codomain of a function are important when defining the
concept of a continuous function. For example, for a real-valued function f on R equipped with
concepts of open subsets (see Practice problems 2 problem (9)), one say that f is continuous if
the inverse image of every open set is open. When open sets are introduced using the absolute
value function, this definition specializes to the epsilon-delta definition of continuity considered
at the end of section 2.

Practice Problems 5. (1) Exhibit an example of a function f : R — R which is one-to-
one but not onto.
(2) Show that the following properties of functions hold.
(a) If f: A— B and g: B — C are invertible, then

(gof) ' =f"og
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(b) If f: A — B is invertible, show that f~! is invertible first and then show that
FAOREE

(3) If a function f : A — B is one-to-one, then for any nonempty set C' and any two
functions g, h : C' — A

fog=foh=g=h.

(4) Let f: A — B be a function mapping a set A to set B. Show the following statements.
(a) If Dy, Dy are subsets of B then

fHDIUD,) = f7H(D1) U f7H(D2).
(b) If C4, Cy are subsets of A, then

f(CLUCy) = f(C1) U f(Ch).
(5) If f is onto, show that

g1 0 f = goo f implies that g, = ¢
for every C' # () and every functions gy, ¢ : B — C.
(6) Let f: A — B be a function mapping a set A to set B. Show the converse of part (3)
Exercise 25: if C' = f~1(f(C)) holds for every subset C' of A, then f is one-to-one.
(7) If U is any set and A C U, the characteristic function y4 : A — {0, 1} of A is defined
by

w = 15

Show that the following identities hold for any A, B C U.
(2) Xaup = Xa+XB— XA XB

(b) XanB = Xxa " XB

(€) xa=1-xa

Solutions. (1) Try to think of a graph which has no horizontal line intersecting it more
than once but with some horizontal lines not intersecting it at all. For example, e* has
such a graph: a horizontal line passing a positive y-value on the y-axis intersects the
graph of e” exactly once and a horizontal line passing a negative y-value on the y-axis
does not intersect the graph of e”. This shows that e* is one-to-one (no horizontal line
intersects it twice), but not onto (some horizontal lines do not intersect it at all. A
graph of tan~!(x) has the same property.

(2) (a) As an inverse function of g o f is unique, the required equality holds if we show
that f~' o ¢! is also an inverse of g o f. This amounts to showing that f=!og~!
composed with go f on the left produces ide and composed with go f on the right
produces id 4 . These identities hold as

(gof)o(ftog™) = go((fof)og™)
go(idpog™)
gog™!

— ide

by the associativity of o)
since f~1 is the inverse of f)
since idgog™t = g7 1)

since g~! is the inverse of g)

NN N N
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and
(flog)o(gof) = flo((gotog)of) (by the associativity of o)
= f~lo(idgof) (since g~! is the inverse of g)
= flof (since idgof = f)
= idy (since f~! is the inverse of f)

(b) If f : A — B is invertible, then there is a function f~! such that f~'o f = idy

and fo f7' =idg. As id, is onto, f~! o f is onto so f~! is onto by part (7) of
Exercise 23. As idp is injective, fo f~! is injective, so f~! is injective by part (6) of
Exercise 23. This shows that f~! is both injective and surjective so it is a bijection
by Exercise 24. This shows the first part of the problem.

To show the second part, note that the first part implies that there is the inverse
(f~H)71 of f71. So, the relations (f~!)"'o f~! =idg and f~lo(f~!)~! =ida hold.
Hence

(SO =)eida= () o (o f)=((f) o f)of=idgof =T

(3) Assume that f : A — B is one-to-one that C' # ) and that fog = f o h for some

g,h : C — A. To show that g = h, let ¢ € C and let us show that g(c) = h(c). As
fog = foh, we have that f(g(c)) = f(h(c)). Since f is injective, this implies that

9(c) = h(e).

(4) (a) Let Dy, Dy C B and let a € A.

1(D1 U Dg) = f((l) € D1 U D2

(by the definition of the inverse image)
< f(a) € Dy or f(a) € Dy (by the definition of the union)
& a€ f7HDy)oraé€ f1(Dy) (by the definition of the inverse image)
& a€ f7H D) U f(Dy) (by the definition of the union).

(b) Let b € B.
(Ja € A)(b= f(a) Na € C; UCy) (by the definition of the image)
& (GacA)(b= fa)AN(ae CiVae(y)) (bythe definition of U)
& (FGacA)((b=fla)Nae Cy) V(b= f(a) Na € Cy)) (by distributivity)
& (JaeA)b=fla)NaeCi)V (3ac A)b= f(a) Na € Cy)
(

by passing 3 through V)
& be f(Cy)vbe f(Cy) (by the definition of the inverse image)
& be f(Cr) U f(Cy) (by the definition of U).

(5) Assume that f is onto and that g; o f = g, o f for some C' # () and g1,92 : B — C.

)

We need to show that g; = g which means that we have to show that g;(b) = g2(b) for
every b € B. Let b € B. Since f is onto, there is a € A such that b = f(a).

Since g; o f = go o f, we have that g; o f(a) = g2 0 f(a) and so g1(b) = g1(f(a)) =
gio fla) =gz 0 f(a) = g2(f(a)) = g2(b).

(6) Let f : A — B and assume that C' = f~1(f(C)) fo

that f is one-to-one so let us show that f(a;) = f(a2) implies that a; = ay for any
ai,as € A.

By the assumption {a;} = f~'(f({a1})) which means that a, is the only element of

r every C C A. We need to show

T(fa})) ={a€ A: f(a) € f{ar})} ={a € A: f(a) = f(ar)}

and an analogous statement holds for a,. Thus,

= flaz) = f({ar}) = f({az}) = [T f({ar}) = FH(f({a2}) = {ar} = {a2} = a1 = az.
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(7) (a) For any = € U, we show that xaup(x) = xa(z)+x5(x) —xa(z) x5(x) by discussing
the four cases below.
(i) x € A and = € B. In this case, the left side xaup(x) is 1 and the right side
xa(z) +xp(r) — xalz) - xp(r)isl+1-1=1
(ii) z € A and = ¢ B. In this case, the left side xaup(z) is 1 and the right side
xa(z) +xs(z) — xalz) - xp(r)is1+0—-0=1.
(ili) ¢ A and = € B. In this case, the left side xaup(z) is 1 and the right side
Xa(z) + x5(7) — xa(z)  xp(r) s 0+1-0=1.
(iv) z ¢ A and = ¢ B. In this case, the left side yaup(x) is 0 and the right side
xa(x) + xs(r) — xa(x) - xp(zr)is04+0—-0=0.
(b) For any x € U, we show that xang(z) = xa(z) - xs(x) by discussing the two cases
below.
(i) x € AN B. In this case, the left side xanp(z) is 1 and the right side ya(z) -
xp(x)is1-1=1.
(ii) « ¢ AN B. In this case, the left side xanp(x) is 0 and the right side x4(z) -
xs(x) is either 1-0,0-1 or 0-0 so it is 0 in either case.
(c) For any = € U, we show that xz(z) = 1 — xa(x) by discussing the two cases below.
(i) @ € A. In this case, the left side x z(x) is 0 because z ¢ A and the right side
1 —xa(z)is1—-1=0.
(i) = ¢ A. In this case, the left side y () is 1 because x € A and the right side
1 —xa(r)isl—-0=1.
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6. COUNTING AND CARDINALITY

Cardinality. In this section, we make the concept of the number of elements of a set more
formal. After such formal treatment, we will be able to answer the questions from the end of
section 3.

(1) Do any two sets with infinitely many elements have the same number of elements?

(2) If not, how do we measure different infinities?

(3) What do we even mean by “the number” of elements if this number is not finite?

(4) If sets are to be the first step in building mathematics formally, what do we even mean
by “a number”?

3
4
The concept of a bijection is crucial for answering these questions.

Two sets A and B are equipotent (or equinumerous) if there is a bijection A — B. We
write A &~ B in this case. If A & B, we say that they have the same cardinality. For example,
the sets A = {1,2,3} and B = {a, b, ¢} are equipotent because f given by 1 — a,2 — b,3 — ¢
is a bijection. We are aiming to assign the cardinal number 3 to the cardinality of A and B.

Exercise 26. Show that the relation = is reflexive, symmetric and transitive.

Solution. Since idy4 is a bijection A — A, we have that A ~ A, so = is reflexive.

If A ~ B, then there is a bijection f : A — B. As f is a bijection, there is the inverse
f~': B — A which is also a bijection (by Exercise 24). This shows that B =~ A and so ~ is
symmetric.

If A~ B and B = C, then there are bijections f : A — B and g : B — C. By part (5) of
Exercise 23, go f : A — (' is a bijection, so A ~ C. Thus, & is transitive.

The exercise above shows that ~ can be considered as an equivalence relation on the class
of all sets (note: this class is not a set). So, we can talk about the equivalence class of a set A,
the class consisting of all sets which are equipotent to A.

Cardinal numbers (or cardinals for
short) are these equivalence classes. This for-
mal way of introducing cardinals captures the
intuitive approach of introducing the cardinal-
ity of A as the number of its elements (and the
number of elements of every other set equipo-
tent to A). While the informal approach leaves
questions from the beginning of this section
without an answer, we can answer them all us- -
ing this formal approach. We use |A]| for the Cardinals?
cardinal number corresponding to the set A.

Using this notation, the relation = can also be
written as

A~ B < |Al =|B|
We would like to select convenient representatives of each of the equivalence classes and
introduce a notation for the “first few” cardinals which agrees with intuitive concepts.

(0) We use 0 to denote the equivalence class which contains the empty set. We also pick ()
as the representative of this class (no other choice here if you think about it). So, we
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can write
0=10].
Thus, 0 describes the intuitive concept of nothingness.
(1) We choose the set {0} to represent all the sets which are in a bijective correspondence
with this set. So, the cardinality of {1}, {55}, {a}, {01}, for example, is represented as
the cardinality of {(}} and we use symbol 1 to represent this cardinality.

1= {0}

Thus, 1 corresponds to the intuitive concept of oneness.
Note that the representative {(}} can be obtained as the union of the previous repre-
sentative () and the set containing the previous representative.

{0} =0u{0}.

(2) Continue the process by picking the next representative to be the union of the previous
representative {} and the set which contains it {{0}}.

{0.{0}} = {0} U {{0}}.
The symbol 2 is used to denote the equivalence class of the sets in a bijective correspon-
dence with this representative set.

2 =0, {0}}.

So, 2 corresponds to the intuitive concept of twoness.
Continuing in this manner, we introduce 3,4, ... as follows. that

3={0,{0}. {0, {0}}}]
4={0.{0},{0.{0}}.{0, {0}, {0, {0} }} }| ete.

The equivalence classes 0, 1,2, ... and the representative sets 0, {0}, {0, {0}}, ... can also be
identified (this approach is used when the cardinals are introduced via ordinals in a course fo-
cused on Set Theory exclusively). We use the ellipsis to write the list of the cardinals introduced
in this way as 0,1,2,... and we denote the set of all such cardinals by w.

w=1{0,1,2,...}

Let us also introduce the successor function S : w — w given as follows: for a cardinal n € w,
we define its successor n + 1 as

n+1=nU{n}.
As n is represented by the set {0,1,...,n— 1}, the union nU{n} is equal to {0, 1,...,n} which
represents the next cardinal n + 1.

A total order of cardinals. One can introduce a partial order on the class of cardinalities
of sets by
|A| < |B] if there is an injection A — B.

As id 4 is injective and the composition of two injective functions is injective (see part (3) of
Exercise 23), the relation < is reflexive and transitive. The statement that < is antisymmetric is
known as the Schroder—Bernstein Theorem. So, < is a partial order on the class of all cardinals
and it turns out that each two cardinals can be compared, so < is a total order.

One can introduce the strict order < as follows

|A| < |B| if |A| < |B| and A % B.
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This order corresponds to the (expected) order of cardinals
0<l<2<...

and, also, to the order of the representatives

De{nc{0.{0}} <.

Moreover, every nonempty subset of w has the least element (such a total order is said to be a
well-order).

Finite and infinite sets, Cantor’s Theorem. While we use w to denote the set {0,1,2,...},
the symbol N is used to denote the cardinality of w. So, we can write

w=140,1,2,...} and Xy = |w|.

The cardinality Ny is strictly larger than of any of the elements of w. For example, the inclusion
of {0,{0}} into w ensures that 2 < Ry. As w contains 0,1 and 2 any function mapping w to 2
has to have at least one of these three different elements mapped to the same element of 2 (0
or 1). Thus, such a function cannot be injective. As a result, there is no bijection between w
and 2 so Ny is strictly larger than 2.

A set is said to be finite if its cardinality is strictly less than Xg (thus it is one of 0,1,2,...).
A set is infinite otherwise. The above argument shows that w is infinite. It can be shown that
N, is the smallest infinite cardinal and the subscript zero in the notation R, indicates that.
Any set with cardinality smaller than or equal to Ny is said to be countable and any set that
is not countable is uncountable.

A natural question is: are there any cardinals strictly larger than Ny? That is: are there
uncountable sets? And the statement below implies that the answer is “yes, plenty”.

Theorem 1. (Cantor’s Theorem) For any set A and its power set P(A),
Al < [P(A)].

The proof of the strict inequality between the two cardinalities above resembles the argument
leading to Russell Paradox.

Proof. The relation |A| < |P(A)| holds because the function A — P(A) given by a — {a} is
injective ({a} = {b} indeed implies that a = b). Thus, to show that |A| is strictly less than
|P(A)|, we need to show that P(A) and A are not equipotent, i.e. that there is no bijection
A —P(A).

Assume, on the contrary, that there is a bijection f : A — P(A). In that case, consider the
set Ay ={a€ A:a¢ f(a)}. By the definition of Ay, Ay C A, so Ay € P(A). As f is onto,
there is ay € A such that f(ay) = Ay. For such ay we have that one of the two possibilities
hold: either ay € Ay or ay ¢ Ay. In the first case, we have that ay ¢ f(ay) by the definition of
Ay. So, we have that both ay € Ay and ay ¢ f(ay) = Ay hold which is a contradiction. In the
second case, we have that ay € f(ay) by the definition of A;. So, we have that both ay ¢ Ay
and ay € f(ay) = Ay hold which is also a contradiction.

This shows that our assumption that f is a bijection cannot be correct, so no such bijection

f exists showing that |A| # |P(A)|. This finishes the proof of |A| < |P(A)]. d
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Applied to the set w = {0, 1,2,...}, Cantor’s theorem shows that N is strictly less that the
cardinality of P(w). Continuing this argument, we obtain an infinite and strictly increasing
chain of infinite cardinals.

jwl <[P()] < P(PW)| < [P(P(PW)))] < ...

This shows that there are infinitely many infinite cardinals all mutually different from each
other. Note that for a finite cardinal n, the cardinality of P(n) is 2" (this can be shown
by considering 2" as the cardinal of the set of all functions from n considered as the set
{0,1,...,n — 1} to the set 2 considered as the set {0,1}). The formula |P(n)| = 2" continue
to hold for infinite cardinals also (more Set Theory is needed for a more formal argument) so
we write 2% for the cardinality of the set P(w).

Continuum Hypothesis. The cardinal X is the smallest infinite cardinal (we would need a
bit more on ordinals to be able to formally prove this statement which is intuitively clear). As
we know that there is a strictly larger cardinal, the first next cardinal we call N;. The first next
larger cardinal is Ny so we continue this sequence and have the chain below.

N0<N1<N2<...

As Ry = |w| < [P(w)| = 2%, we know that 2™ is equal to one of the alephs strictly larger than
Ny but we cannot readily (or at all?) tell which aleph is equal to 2%. Unable to show that there
is any other cardinality between Ry and 2%, Cantor conjectured that 2% is equal to the first
next cardinal N;. This conjecture of Cantor is known as the

Continuum Hypothesis. countably many
2N0 — Nl [ ) ) ) ) o [ ) [ )

The name of this hypothesis comes from the

statement we show in section 10: the cardinal- continuum
ity of the set of real numbers, known as the
continuum ¢, is equal to 2%,

Cantor tried to prove this hypothesis for a long period of time. David Hilbert placed the
question whether this hypothesis is true as the very first question on the list of 23 open questions
he considered to be most crucial for the state of mathematics circa 1900. He presented 10 of the
23 problems at the International Congress of Mathematicians in Paris in 1900. At the moment,
there are only 3 problems still unresolved (and two problems on the list are considered to vague
to be solved). However, out of 18 solved problems, as many as 10 are solved in a way which still
causes some controversy in mathematical community. The question whether the Continuum
Hypothesis holds is one of them because the answer is

neither “Yes, 2% is indeed equal to ¥;”

nor “No, 2% is strictly larger than N;”.
In 1940, Kurt Godel proved that the second statement cannot be proven within the ZFC set
theory. In 1964, Paul Cohen showed that the first statement also cannot be proven within the
ZFC theory. Thus, the answer to the Hilbert’s first problem is that

both statements “2% = X;” and “2% > R;” can be neither proved nor disproved withing

the ZFC theory — they are independent from the ZFC theory. So, the continuum
hypothesis is undecidable.
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This means that we can continue to build the set theory by either assuming 2% = R, or
2% > N; as one of the axioms of the new, larger theory we want to build.

Such position of the continuum hypothesis is not unique in mathematics — the Euclid’s Fifth
Postulate (recall that this postulate was discussed at the beginning of the section 1) cannot be
proven from other axioms of geometry so either its statement or its negation can be taken to
be the axioms. If the Fifth Postulate is assumed, one ends up with Euclidean Geometry. With
its negation, we arrive either to elliptic (if there are no parallel lines) or hyperbolic geometries
(if there are infinitely many lines passing a given point which do not intersect the given line).

After hearing about undecidability of the continuum hypothesis within ZFC, one may make
an argument: so can we use another theory as a foundation of mathematics, possibly stronger
than ZFC?

The answer to this question came from Kurt
Godel in the form of two statements known to-
day as Godel’s Incompleteness Theorems.
The first incompleteness theorem states that
no consistent extension of ZF is decidable (so
there is a statement which we cannot prove
nor disprove within this system). The second
incompleteness theorem, an extension of the
first, states that the consistency of any exten-
sion of ZF cannot be proven using the methods
within such extension.

At first this may seem like “bad news” for
axiomatization of mathematics. However, one

can interpret these results as only saying that a system capable of proving its own consistency
is too simple to describe something as complex and as vast as entire arithmetic or set theory,
let alone entire mathematics.

Addition and multiplication of cardinals. When wanting to determine the cardinal which
would correspond to the cardinality of one set “plus” cardinality of the other, one may think
of the cardinality of the union. However, if A = {1,2,3} and B = {1,2}, then the union has
only three elements and not 34+2=>5 elements and this discrepancy happens every time the two
sets have nonempty intersection. So, before considering the union, one needs to make the sets
disjoint first. This is obtained by considering any two different objects, for example, 1 and 2, or
a and b, or [J and A. Then one would cross the first set with the one-element set containing the
first of the two newly chosen elements and the second set with the one-element set containing
the second of the two newly chosen elements. As the two sets obtained in this way have the
same cardinality as the original sets but they are disjoint, their union has the cardinality which
represents the sum of the two initial cardinalities.

For example, if A and B denote the two initial set and we use [J and A for the two different
objects, we form A x {0} and B x {A}. Note that |A| = |A x {OJ}| because the function
A — A x {0} such that a — (a,0) is a bijection. And, similarly, |B| = |B x {A}|. The
sets A x {0} and B x {A} are disjoint because no element of A x {{J} has A in the second
coordinate. This enables us to define

Al + B as (A x {00}) U (B x {A})].
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For example, if A ={1,2,3} and B ={1,2}, then (A x {O0}) U (B x{A}) ={(1,0), (2,0),
(3,0), (1,A),(2,A)} and this set has exactly five elements.

If the sets A and B are disjoint to start with, one does not necessarily have to consider
their cross products with the two different objects because A U B has the same cardinality as
(A x {0O}) U (B x {A}). For example, if A is the cardinal n (recall that we can identify the
cardinal n with the representative set {0,1,...,n — 1}, and B is {n}, then AN B = ) and

n+1=|A|+|B|=]AUB|=|nU{n}|.

This shows that the cardinality of nU {n} corresponds to the successor function mapping n
ton + 1.

The product of the cardinals corresponding to two sets A and B is the cardinality of the
product A x B.
Al -|B| = [A x B
For example, if A =1{1,2,3} and B ={1,2}, then A x B ={(1,1),(2,1),(3,1),(1,2), (2,2),
(3,2)} and this set has exactly 3 -2 = 6 elements.
If A and B are countable sets, we show that A x B is countable. We first show this claim
for A=w and B = w.

Claim 2. |[w X w| = |w| X
A"
N

Proof. To show the claim, we need to exhibit R
a bijection of w X w and w. One such bijection
w — w X w can be obtained by “zigzagging” as
on the figure on the right. So, 0+ (0,0),1 —
(1,0),2 — (0,1),3 — (2,0) etc. Such map is
clearly injective and it is onto because the or-
ange arrow on the figure passes every ordered

pair. O

(3,2)
®

(3,1)

We can write the equation in the above claim as
Ny - Ng = Ng.
The claim and the practice problem (4b) below imply that if |A| = Xy and |B| = X, then
|A x Bl = Rg - Rg = No.

So, if A and B are infinitely countable, then A x B is also infinitely countable. We utilize this
fact when we determine the cardinality of the set of integers and the set of rationals in section
9. Section 9 also uses the following claim.

Let A be nonempty and finite and B be infinitely countable, say |A| = n and |B| = N,.
We claim that |A x B| = Ny. To see this, note that |B| = |{a} x B| for any a € A. As
{a} x B C A x B, we have that X, = |B| < |A x B|. On the other hand, we have that |A| < R
so |A| - |B| < Xg - g = Ng. Thus, we “sandwiched” |A x B| between two Ry

NOS‘AXB|§N0,
so |A x B| = Rg. We write this fact as
n- NO = N[)
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for any n € w,n # 0. Similar arguments can be used for any infinite cardinal «
n-a=aoaand a-a=a.
Claim 3. If A is an infinite set, ag an element of A, and b an element not in A, then

Al = [AU{b}] = |A = {ao}]

This claim shows that an infinite set has the same cardinality as the set obtained by adding
an element or taking one element out. Thus, none of these two processes change the cardinality
of an infinite set.

Proof. As Ais infinite, |A| > |w|. Thus, there is an injection f : w — A. Let us define a bijection
g:A— AU{b} by

b o= f(0)
gla)=4¢ f(n—1) a= f(n)forn>0
a a # f(n) for any n

This map is clearly injective and it is onto because every element of A is either of the form
f(n) for some n or it is not of this form.

If A is infinite, then A — {ao} is infinite because if |A — {ap}| = n would imply that |A| =
n + 1 which is strictly less than |w| so we would reach a contradiction. Thus, the relation
|A| = |A — {ao}| follows from |A U {b}| = |A| applied to the infinite set A — {ao}. O

Iterating the process described above, we have that
|A| = |AU {b07b17 s 7bn}| - |14 - {a(),a/l, . ,(ln}|

for an infinite set A, n € w, ag,aq,...,a, € A, and by, by, ..., b, elements not in A. We prove
this using induction in one of the practice problems at the end of next section.
The relation |A| = |A U {by, b1, ...,b,}| shows that if A is any infinite set, then

|A| +n = |A].

In particular, Ny +n = Ng.

It also holds that N+ Vg =N and we present a less formal argument for that.
Let E be the set of even nonnegative integers and O be the set of odd positive integers. F
and O are disjoint sets whose union is w, so |E| + |O| = |w| = Ry. Each set has cardinality
Ny since n — 2n is a bijection of w — E and n — 2n + 1 is a bijection w — O. Hence
|E| = [0] = [w| = No.

If v is any infinite cardinal, one shows analogously that o + a = «a. So, we have that

n-a=aand a-a = .
A slope=(d-c)/(b-a)

When intervals of real numbers are consid- d
ered, one should not assume their length to be
a measure of their cardinality. In fact, while
(a,b) and (c,d) have different length when Cy
b— a # d— ¢, they have the same cardinal-
ity for any a, b, ¢, d such that a < b and ¢ < d.
To see this, note that finding the linear func-
tion which passes the points (a,c¢) and (b, d) - >

(b,d)

(a,c)




80 LIA VAS

maps the interval (a, b) bijectively onto (¢, d) as the figure above illustrates. See the first practice
problem below for details on showing that such a linear function is bijective.

Practice Problems 6. (1) Show that the following pairs of sets have the same cardinality
by explicitly producing a bijection between them.
(a) The set of all positive integers and the set of even positive integers.
(b) The interval (5,9) and the interval (1,7).
(c) The interval [5,9] and the interval [1,7].
(2) Consider the following sets.

P(A), P(B), AxB, P(AxB), P(A)x B, AxP(B), and P(A) x P(B)

Determine the cardinality of the above sets given the cardinalities of A and B. Express
your answers in terms of the given cardinalities of A and B.
(a) |A| =3 and |B| = 2.
(b) |A| =Ng and |B| = 2.
(3) Let A, =w—{0,1,2,...,n} for n € w. Determine the cardinality of the following sets.

Auy A=Ay, w—A, (VA A4
new new
(4) If A, B,C, and D are sets such that |A| = |C| and |B| = |D|, show that the following
holds.
(a) [A] + |B] = [C] +|D|
(b) 4] -|B| = [C] - D).
This implies that the addition and multiplication of cardinals is well-defined.
(5) Show the following properties of the cardinal addition and multiplication.
(a) [A[+0=0+]A4] = |A]
(b) |A[+[B| = |B| + |A]
(c) |A]-1=1-]|A] = [A]
(d) |A]-[B] = |B| - |A]

Solutions. (1) (a) Let A={1,2,3,...} and B = {2,4,6,...} be the two sets as required.
Then f : A — B mapping n onto 2n is a function. Its inverse ¢ : B — A
can be defined by mapping an even positive integer of the form 2n onto n. Then
for any n, we have that g(f(n)) = ¢g(2n) = n so g o f is the identity on A and
f(g(2n)) = f(n) = 2n, so f o g is the identity on B. Thus, f is invertible and,
hence, a bijection.

(b) Any linear function mapping the endpoints of the interval onto the endpoints of the
interval can be used. For example, we can take the linear function with the slope
-1 _ 6 _ 3 1

=% =2 guch that y =1 when z = 5. Thus, y — 1 = 3(z —5) => y = 32 — 1.

95
Thus, let f: (5,9) — (7,1) be given by f(z) = 3z — 2. The formula for the inverse

can be obtained by solving y = %x — % for x : y + % = %x == %y + %, so let
g:(7,1) = (5,9) be given by g(z) = 3z + . Both compositions g o f and fog

3
are identity maps:

3 13 2/(3 13 13 13 13
g(f(a:))-g(Qx—?> —§<§$—7)+§—x—§+§—xand

2 13\ 3/2 13\ 13 13 13
f(g(l’))—f<§l‘+?)—5(53:—1-?)—?—95—1—?—7_35
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(c) Since f and g from the previous solution map the endpoints of the intervals onto
the endpoints of the intervals, the same functions can be used.

(2) (a) If |JA| =3 and |B| = 2, then |P(A)| =23=8, |P(B)|=22=4, |[AxB|=3-2=

6, [P(Ax B)|=26=64, |P(A)x B|=8-2=16, |AxP(B)|=3-4=12, and
IP(A) x P(B)| =8 -4 = 32.

(b) If |A| = N and |B| = 2, then [P(A)| =2%, |P(B)|=22=4, |[Ax B|=8y-2=
Nog, [P(Ax B)|=2%, |P(A)x B|=2%.2=2%_|AxP(B)] =N-4 =Y, and
|P(A) x P(B)| = 2% . 4 = 2%,

B) fA,=w—{0,1,2,....,n} ={n+1,n+2,...}, then [A,| =Ng. A, — A1 ={n+1,n+
2,..}—{n+2,n+3,...}) ={n+1}so |A,—Ap| =1l w—A, =w—{n+1,n+2,...} =
{0,1,...,n},s0 |w—A,|=n+1.

Note that Ag = {1,2,...},A; = {2,3,...}, 4, = {3,4,...} ..., 50 e, An = 0 and
| (Nyew Anl = 0. We also have that J, ., An = {1,2,3,...} so |U, e, Anl = [w| = Ry.

(4) As |A| = |C| and |B| = |D|, there are bijections f: A — C and g: B — D.

(a) Since |A| + |B] is defined as [(A x {O0}) U (B x {A})] and |C| + |D] is defined as
|(C'x {O}) U (D x {A})], we need to show that

[(AxA{BH U (B x {A}| = [(C x {0} U (D x {A})]

so we need to construct a bijection F' : (A x {O}) U (B x {A}) = (C x {O}) U
(D x {A}). Let us define F by (a,0) — (f(a),0) and (b, A) — (g(b), D).

One can check directly that this function is one-to-one and onto. However, it may
be shorter to show that if f~! and ¢g~! are the inverses of f and ¢ respectively,
then the function G : (C' x {O0}) U (D x {A}) = (A x {0O}) U (B x {A}) given by
(c,0) = (f~(c),0) and (d, A) +— (g7(d), A) is the inverse of F. This holds since

(G o F)(a,0) = G(F(a,0)) = G(f(a),0) = (f(f(a)),0) = (a,0),
(GoF)(b,A) =G(F(b,A)) = G(g(b), &) = (97 (g(b), &) = (b, ),
(FoG)(ce,0) = F(G(c,0) = F(f(c),0) = (f(f (), 0) = (¢, 1),
(

Fo G)(dv A) = F(G<d7 A)) = F(g_l(d)v A) = (g(g_1<d))= A) = (d7 A)

which shows that G o F' is the identity on (A x {J})U (B x {A}) and that F oG is
the identity on (C' x {{0}) U (D x {A}). Hence, F' and G are inverse to each other
and so F' (and G) are bijections by Exercise 24.

(b) Since |A| - |B] is defined as |A x B| and |C] - |D| is defined as |C' x D|, we need
to show that |A x B| = |C' x D|. This means that we need to define a function
F: Ax B — C x D which will turn out to be a bijection. Let us define such
a function F': A x B — C x D by (a,b) — (f(a),g(b)). If f~* and g~! are the
inverses of f and g respectively, then let us also define G : C' x D — A x B by
(c,d) — (f~1(c),g7(d)). Check that both G o F' and F o G are the identities.

(G o F)(a,b) = G(F(a,b)) = G(f(a),9(b)) = (f(f(a)), 57" (9(b))) = (a,b) and

(FoG)(e,d) =F(G(e,d) = F(f~(c),g () = (f(f(c)), 9(g™ () = (c. ).
Thus, F' and G are bijections by Exercise 24, so |A x B| = |C x D] holds.

(5) (a) Note that |A|+0 is the cardinality of the set (Ax{O}U(@x{A}). Since dx {A} = 0,
the above union is A x {{J}. This set has the same cardinality as A since the
function f : A — A x {0} given by a +— (a,0) is one-to-one ((ar,d) = (ag, )
implies a; = ay) and onto (a is the original of (a,O)).
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One can show 0+ |A| = | A| similarly or, after having part (b), this relation follows
from (b) and |[A| +0 = |A.]

(b) The function f : (A x {O}) U (B x {A}) — (B x {O}) U (A x {A}) given by
(a,0) = (a,A) and (b,A) — (b,0) is inverse to itself (check that f(f(a,0) =
(a,0) and f(f(b,A)) = (b, A)), so this shows that it is a bijection

(c) Let us use {0} to represent 1. Checking that the function f : A — A x {0} given by
a — (a,0) is a bijection since (ay,0) = (ag,0) implies a; = a2 and a is the original
of (a,0). This shows that |A| -1 = |A|. The relation 1 -|A| = |A| can be shown
analogously. Alternatively, it follows from part (b) and the relation |A| - 1 = |A].

(d) The function f: A x B — B x A given by (a,b) — (b,a) is inverse to itself since

f(f(a,b)) = f(b,a) = (a,D).
So, it is invertible and, hence, a bijection by Exercise 24. This shows that |Ax B| =
|B x A| and so |A| - |B| = |B| - |A|.
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7. NATURAL NUMBERS AND INDUCTION

Counting. Let us consider the finite cardinals
0,1,2,.... As the intent was when we were in-
troducing them, the elements 0,1,2,... cor-
respond exactly to the outcome of counting
finitely many objects (with zero representing
the number of no objects at all) and they are
called the natural numbers. The set of natu-
ral numbers is usually denoted by N. Because 0
is, technically, not the outcome of counting any
number of physical objects, 0 is sometimes not
considered to be a natural number. However,
as 0 is also a finite cardinal, just as 1,2, ... are,
in many cases 0 s considered to be a natural
number and we adopt such treatment of zero.

00 -
L L

Note that the set N is the same set as w from the previous section. The notation N is used
when considered the elements of w as objects of arithmetic and the elements of larger number
sets we will be considering in the following section. The notation w is used when considering
the natural numbers as representative sets of finite cardinalities.

Addition and multiplication. The multiplication and addition defined in the previous sec-
tion can be shown to correspond to the well-known addition and multiplication of natural
numbers. These two operations can also be defined inductively, using the successor func-
tion S (introduced in section 6) as follows. If m is any natural number, we are defining m +n
for any other natural number n by specifying that

m +0 = m

m+Sn) = S(m+n)
The first line of this definition specifies how to add zero to any natural number m. The second
line of this definition specifies how to add n + 1 to m assuming that we know how to add n to
m. So, the above two specifications are enough for us to be able to compute the sum of any
two natural numbers. For example, we compute 3+2 as follows.

3+2=S5B+1)=5(5(34+0)) = S5(5(3)).
The multiplication can be also inductively defined as follows. If m is any natural number,
we are defining m - n for any other natural number n by specifying that
m -0 = 0
m-Sn) = m-n+m
Thus, this specifies that we can 3 - 2, for example, as follows.
3:2=3-143=3-0+3+3=04+3+3

which shows that considering 3 twice is exactly the same thing as the sum 0+3+3. One
would have to convince themselves that we do not have to write parenthesis for addition and
multiplication so that these operations are associative. Note that we already used this fact
when writing (04 3) + 3 as 0 + 3 + 3.

These inductive definitions are not the first appearance of inductive definitions in this text:
the definitions of sentences in both propositional and predicate logic are also inductive.
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Mathematical induction. The induction is used whenever we write the ellipsis: when we
write 0,1,2,..., for example, we are implicitly stating that if we know the initial element of
the list and if we know how to proceed from the initial to the second element in the list and
from the second to the third, that we will be able to form the fourth element using the third,
and the fifth using the fourth and so on: knowing the n-th term, we can create the (n + 1)-st
term.

The above argument gives rise to a general
method of proving statements about natural
numbers called mathematical induction: to
prove that a statement P(n) holds for any nat-
ural number n, one proves the following two
steps.

1. P(0) holds.
2. If P(n) holds, then P(n + 1) holds.

Induction?

Example 3. Show the distributivity of addition and multiplication using induction: for any
three natural numbers k, m, and n, show that

(k+m)-n=k-n+m-n.

Solution. Let us fix the natural numbers & and m. The induction method states that the
above statement holds if we manage to show that 1 and 2 below hold.
I.(k+m)-0=k-0+m-0
2. If (k+m)-n=k-n+m-n,then (k+m)-(n+1)=k-(n+1)+m-(n+1).
Using the first step of definition of multiplication and addition,
(k+m)-0=0=04+0=k-0+m-0

which shows that 1 holds. Assume now that (k+ m)-n = k-n+ m-n holds. We show 2 as
follows.
(k+m)-(n+1) = (k+m)-n+k+m (by step 2 of the definition of -)
= k-n+m-n+k+m (by the induction assumption)
= k-n+k+m-n+m (by commutativity of +,
see practice problem 2b of section 6)
= k-(n+1)+m-(n+1) (by step 2 of the definition of -).

For a natural number m, let us define the power function n — m” by
m? =1
m"tt = m".m
As it is customary, we suppress writing - sign for every multiplication and we shorten m - n
to mn. Occasionally and for emphasis, we continue to write mn as m - n.

Exercise 27. For natural numbers k& and m, show that the statements below hold for every
natural number n.

(1) (km)™ = k™m"

(2) kmtn = gmEn

(3) (k)" =k
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Solution. (1) Step 1 is to show that (km)® = k%m°. As (km)°, k°, and m° are all equal to
1 and 1 =1-1, we have that (km)° =1=1-1= k"m°.

To show step 2 assume that (km)™ = k"m™ holds and show that (km)"*! = k" imntl,
(km)™™ = (km)"km (by step 2 of the definition of the power function)

= k"m"km (by the induction assumption)

= k"km™m (by commutativity of -)

see practice problem 2d of section 6)
= k""m"t1 (by step 2 of the definition of the power function).

(2) Step 1 is to show that k™9 = k™k°. This holds since k™10 = k™ = k™ . 1 = k™k°. To
show step 2, assume that ™" = k™k"™ holds and show that
fmtntl = gmin ko (by step 2 of the definition of the power function)
= k™k"k (by the induction assumption)
= k™k" ™! (by step 2 of the definition of the power function).
(3) Step 1 is to show that (k™)° = k™. This holds since (k™)? =1 = k° = k™°. To show
step 2, assume that (k™)™ = k™" holds and show that

(k™) = (k™)™ k™ (by step 2 of the definition of the power function)
= kMrE™ (by the induction assumption)
= fmntm (by the previous property we showed)

= k™m0t (by step 2 of the definition of -).

Double induction. Double induction can be used to show that statements of the form P(m,n)
hold for all natural numbers m and n.

The method has the following form.

1. Show that P(0,n) holds by showing
la. P(0,0) holds.
1b. If P(0,n), then P(0,n + 1) holds.
2. Assuming that P(m,n) holds,
show that P(m + 1,n) holds.

Let us illustrate this method by showing the
statement from the following exercise.

Double induction?

Exercise 28. For any two natural numbers m and n,
if m < n, then there is unique k such that m + k = n.

Solution. Let P(m,n) stand for the statement “if m < n, then there is unique k& such that
m+k=n".

When m = n = 0, the statement reduces to a true implication since the premise 0 < 0 is true
and the conclusion is true for £ = 0. Such & = 0 is unique because if 0 + k" = 0, then &' = 0
(because 0 + k' = k).

Assuming that P(0,n) holds, let us show that P(0,n+ 1) holds. So, assume that the premise
0 <n+1of P(O,n+ 1) holds. Taking n + 1 for k, we have that 0 + k = k = n + 1. To show
uniqueness, if 0 + & =n+ 1, then ¥’ = n + 1 since 0 + k' = k’. This concludes the proof of the
first step.
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To show the second step, assume that P(m,n) holds and let us show P(m + 1,n). Assume
that the assumption m + 1 < n of P(m + 1,n) holds. Hence m < m + 1 < n holds so the
assumption m < n of P(m,n) also holds. So, there is unique [ such that m + [ = n. Since
m < n, such [ is strictly larger than zero (assuming otherwise [ = 0 leads to a contradiction
m=m+0=mn). Asl > 0, [ is a successor of its predecessor, so [ = k + 1 for some natural
number k. We have that (m+1)+k = m+ (k+1) by associativity and commutativity of +, so

(m+1)+k=m+(k+1)=m+l=n

where the last equality holds by the induction hypothesis. Such k is unique since (m+1)+& = n
implies that m + (K" + 1) = n which implies ¥ + 1 = [ by the uniqueness in the induction
hypothesis. This means that k£ and &’ have the same successor and so k = k'.

The above exercise enables us to define a partial operation subtraction — as follows
n—m=%k if n=k+m

This operation is a partial operation since n — m is defined only when m < n. For example,
2 — 3 is not defined.
As corollary of the above exercise, the addition is cancellative and monotonous.

Exercise 29. For a natural number k, show that the following statements hold for any natural
numbers m and n.

(1) (cancellativity of +) If m + k = n + k, then m = n.
(2) (monotony of +) If m <n, then m +k <n+ k.

Solution. (1) We can show this statement by using the previous exercise. Assume that
m + k = n + k. As natural numbers are totally ordered, we have that m <n orn <m
hold. If m < n, there is a unique [ such that n = m+1[. Hence m+k =n+k = m-+I1+k.
Since 0 is the unique natural number such that m + k& + 0 = m + k, we have that [ = 0.
Thus, the relation n = m + [ becomes the required m = n.

(2) Let P(m,n) stands for the statement “if m < n, then m +k <n+ k”.

When m = n = 0, the statement reduces to a true implication since the premise
0 < 0 is true and the conclusion 0 + k = k < k = 0 + k is also true. Assuming that
P(0,n) holds, let us show that P(0,n+ 1) holds. Assume that the premise 0 < n+ 1 of
P(0,n+1) holds (which is, in fact, true for any natural number n) and let us show that
0+k <n+1+k. As 0 < n, the premise of P(0,n) holds, so the conclusion 0+k < n+k
also holds.

As < is transitive and the successor of a natural number is strictly larger than that
natural number, we have that

O+k<n+k<(n+k)+1l=n+1+k

This shows that P(0,7n + 1) holds and concludes the proof of the first step.

To show the second step, assume that P(m,n) holds and show that P(m+1,n) holds.
Assume that the premise m+1 < n of P(m+1,n) holds and let us show the conclusion
m+1+k<n+k.Since m+1 <nand m < m+ 1, we have that m < n. By P(m,n),
this implies that m + k < n + k. We claim that m + k£ < n + k. Indeed, assuming that
m + k = n + k, we have that m = n by cancellation and this is a contradiction with
m < n. Hence, m + k < n + k. This implies that the successor m + k + 1 of m + k is
less than or equal to n + k.
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One can show analogous statements for multiplication. For every m and n such that 0 <
m < n, there are unique k£ and [ < m such that

n=*ktkm+1

We say that k is the quotient and [ is the remainder. This enables us to define a partial
operation : which we call division, by

n:m=%k if n=k-m

Just as subtraction, division is only a partial operation since it is not defined for every pair of
natural numbers. For example, 2 : 3 is not defined. It can also be shown that the multiplication
is cancellative and monotonous in the following sense.

(cancellativity of ) If mk = nk and k # 0, then m = n.
(monotony of -) If m < n, then mk < nk.

Limited induction. In some cases, we may wish to prove a statement P(n) on all natural

numbers n such that n > k for a natural number k. In cases like this, the two steps modify as
follows.

1. P(k) holds.
2. If P(n) holds for n > k, then P(n + 1) holds.

Exercise 30. Show that the following statements hold for all n > 3.
(1) 2n>2+n (2) 2" > 2n

Solution. (1) The first step is to show that this statement holds for n = 3. This holds as
2(3) = 6 > 5 = 2+ 3. Assuming that 2n > 2 4+ n holds for n > 3, let us show that
2(n+1) > 2+ n+ 1. This holds since 2(n + 1) = 2n + 2 > 2 + n + 2 by the induction
hypothesis. As 2 > 1, we have that 24+ n+2 >2+n+1,s02(n+1) =2n+2 >
24+ n+2>2+n+1 as needed.

(2) The statement holds for n = 3 since 2° = 8 > 6 = 2(3). Assume that it holds for n > 3.
Then, we have that

DA ) (by step 2 of the definition of the power function)
> 2n -2 (by the induction hypothesis and the monotony of -)
> 2n+2  (by part (1) for 2n, applicable since n > 3 so that 2n >n +2 > n > 3)

2(n+1) (by distributivity).

Complete induction. Complete (or strong)
induction is a variant of the induction method
for proving that a statement of the form P(n)
holds for all n by showing the steps below.

i

1. P(0) holds.
2. If P(k) holds for all k <mn,
then P(n + 1) holds.

Cemplete-induction?
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The assumption of the second step is stronger than the assumption of the second step in
the basic induction format, so this is why this method is referred to as the strong induction.
However, this method is, in fact, equivalent, to the basic method.

Complete induction is used for finding an explicit formula for a sequence a, given by a
recursive equation which describes a,; in terms of more than one previous term. The next
example illustrates such scenario.

Example 4. Show that the sequence given by the recursive equation below
Ap4+1 = 26Ln — Qp-1, ap = 07 a; =1
produces all natural numbers and can be defined also by a,, = n.

Solution. The sequence starts with ay = 0 which matches the formula a,, = n for n = 0.
Assuming that a, = k for all natural numbers k < n, let us show that a,,;1 = n + 1. The
induction hypothesis implies that a,, = n and a,_; = n — 1 so we have that

py1 =20, —ap1=2n—(n—1)=2n—n+1=n+1.

This method can be applied when checking that an explicit formula a,, = f(n) (also called the
closed form of the sequence) is producing the elements of a sequence a,, given by a recursive
formula

any1 = Flag,a1,...,a,).
The next example displays another scenario when complete induction can be used.

Example 5. Show that for every nonzero natural number n there are natural numbers k and
[ such that
n = 2%(21 4 1).

Solution. Let P(n) be the statement “n = 2¥(2] + 1) for some natural numbers k and {”. The
assumption that n is nonzero makes us start the induction by showing that P(1) holds. Tt does
since 1 = 2°(2(0) + 1) so we can take k = = 0.

Note that assuming that n = 2¥(2[ + 1) does not seem to help with representing n + 1 =
28(2141) + 1 as a product of the power of 2 and an odd number. However, using the induction
hypothesis for some conveniently chosen natural number smaller than n+ 1 and larger or equal
to 1 may be more effective than using the hypothesis for n — 1. This is why we choose to use the
complete induction here. Hence, let us assume that any number less or equal to n and greater
or equal to 1 can be represented in the required format and let us consider n + 1.

If n 41 is even, then n + 1 = 2m where m is smaller than n (because n 4+ 1 > 2 in this case
so “half” of n 4 1 is larger than or equal to 1). Using the induction hypothesis for m produces
k and [ such that m = 2¥(2[ + 1). Then we have that

n+1=2m=2-2820+1)=2""1(2l +1).

If n +1 is odd then n is even and we have that n = 2[ for some [. Then we can take k£ to be
zero and have
n+1=2°%20+1).

Mathematical induction is often used for showing identities involving sums of finitely many
terms on one side and compact formulas containing only one term on the other side. The first
practice problem contains some examples.

Mathematical induction is also often used for showing statements on divisibility of positive
integers. The second practice problem contains some examples.
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A third type of problems often shown using induction are problems involving inequalities.
The third practice problem contains examples.

Practice Problems 7. (1) Use induction to show that the following formulas hold for
every natural number.
() :
O+1+2+...+n:%
(b)
1+34+54+...+2n+1)=(n+1)>
(c) For every real number x # 1,
1— xn—i—l

l4+z+22+.. . +2"=
1—=x

(d) If |A| = n, then [P(A)| = 2"
(e) If Aisan infinite set, n a natural number, ag, ay, . .., a, elements of A and by, by, ...,b,
elements not in A, then

|A| = |AU {b07bla s 7bn}| - |A - {az[),al, . ,an}|.

(2) Show the following statements on divisibility using induction.
(a) n3 + 2n is divisible by 3 for any natural number n.
(b) 6™ — 1 is divisible by 5 for any natural number n > 0.
(3) The factorial function f(n) = n! which you may have encountered in Calculus 2, is

usually introduced by the formula n! = 1-2-3-....n. The use of ellipsis indicate an
inductive argument. Without using ellipsis, the function can be defined recursively as
0l =1, (n+1)!=nl-(n+1).

Using this definition, show that the factorial function is increasing faster than the ex-
ponential function:

n! > 2" for all n > 4.
(4) Show that the n-th derivative of f(z) = 1= is f™(z) = ﬁ forn=0,1,2,...
Deduce that f(™(0) = n! holds for any natural number n. This may explain the

Calculus 3 formula ﬁ = > ,a" for the power series expansion of f(z) at z = 0.

(5) Show the monotony of the power function: for any natural number £ > 1 and natural
numbers m and n,

if m <mn, then k™ < k™.

(6) Show that the given formulas of the form a, = f(n) are closed forms of the given
recursive sequences.
(a) Recursive definition: a, 1 = a,+5,a; = 3. Closed form: a,, = 5n—2.
(b) Recursive definition: a,,1 = 2a, —a,_1,a0 = 2,a; = 5. Closed form: a,, = 3n+2.
(c) Recursive definition: a,41 = 4a, — 4a,_1,a9 = 0,a; = 2. Closed form: a,, = n2".

Solutions. (1) (a) The formula holds for n = 0 since the left side consists of a single term
0 and the right side is % = 0. Assume the formula holds for n and let us show
it for n 4+ 1. By induction hypothesis, the first equality below holds.

n(n+1 n(n+1 2(n+1

(D) _ntD) 2t

0+142+...+n+(n+1)= 5 (n+1)= 5 5 =
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(b)

(c)

l+x+22+. . +a2"+2" =

(d)

(e)

LIA VAS

nn+1)+2(n+1) (n+1)(n+2)

2 2

The formula holds for n = 0 since the left side consists of a single term 2(0)+1 =1
and the right side is (0 4+ 1) = 1. Assume the formula holds for n and let us show
it for n 4+ 1. By induction hypothesis, the first equality below holds.

1+34+5+...+2n+ 1) +2n+ 1) +1=n+1)>*+2n+1)+1=

n4+2n+l1+2n+2+1=n*+4n+4=n+2)(n+2)=(n+2)%

Let x be a real number z # 1. The formula holds for n = 0 since the left side
consists of a single term 1 and the right side is 1’120;1 = % = 1. Assume the
formula holds for n and let us show it for n + 1. By induction hypothesis, the first

equality below holds.

1_:En+1 N it 1_l.n+1 N xn+1(1 —CC)
_— €T = =
1—x 1—=x 1—x

1 — gt gntl] —gnt2 1 — gt

11—z 11—z
If |[A] = 0, then A is the empty set and P(A) = {0}. Hence |P(A) = 1 = 2°.
Assuming the formula holds for sets with n elements, let us show it for a set A
with n 4+ 1 element. Pick arbitrary a € A and let B = A — {a}. Then B has n
elements so |P(B)| = 2". Every subset of A is either a subset C' of B or is of the
form C U {a} for a subset C' of B. The number of such subsets C' is 2" by the
induction hypothesis. So, the total number of subsets of A is the number C' C B
plus the number of C'U {a} for C' C B. Hence, it is

2" 42" =2"(1+1)=2"-2=2""

We show the two equalities |A| = |AU{by, b1, ..., b, }| and |A| = |[A—{ag, a1, ..., an}].
If n = 0, both hold by Claim 3. Let us show the first one by induction. As we
already have the induction base, let us assume the claim holds for n and consider
the elements by, by, . .., by, byyq not in A. If & is a bijection A — AU {bg, by, ...,b,}
and g a bijection AU {bg,by,...,b,} = AU {by,b1,...,b,,b,11} constructed as in
the proof of Claim 2, their composition is a bijection A — AU{bg,b1,...,bn, bpy1}-
The second equality follows from the first by considering the infinite set A —
{ag, a1, ...,a,} and adding to it the elements ag, ay, ..., a,.

If n =0, then n3 +2n = 0 and 0 is divisible by 3. Assume that n3 + 2n is divisible
by 3. Recall that this means that n3 + 2n = 3k for some natural number k. Let
us show that (n + 1) + 2(n + 1) is also divisible by 3. Try to write this last
expression as a sum of n® + 2n, so that we can use the induction hypothesis, and
another term which is a multiple of 3 and, hence, divisible by 3. Foil (n + 1)3 to
get n® + 3n? + 3n + 1 so that we have the following.

n+12 42+ =n*4+3n2+3n+1+2n+2=n>+2n+3n> +3n+3 =

(n®+2n)+3(n°+n+1)=3k+3n°+n+1)=3k+n*+n+1)

The last expression is divisible by 3 since it is a multiple of 3.
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(b) Since n > 0, we start the induction at n = 1. Forn =1,6"—-1=6—1 =5 and
it is divisible by 5. Assume that 6™ — 1 is divisible by 5 and write 6" — 1 = 5k
for some natural number k. Let us show that 6"*! — 1 is divisible by 5. Note that
6" —1 = 6- 6" — 1. From the induction hypothesis 6™ — 1 = 5k, we have that
6" = 5k + 1. Substituting 5k + 1 for 6™ in the inductive step, we have the following.

6" —1=6-6"-1=6(5k+1)—1=30k+6—1=30k+5=5(6k+1)

This last expression is divisible by 5 since it is a multiple of 5.

(3) Use the limited induction starting with n = 4. The formula n! > 2" holds for n = 4
since it becomes 4! = 24 > 16 = 2%, Assume the formula to be true for n and let us
show it for n + 1. Note that n + 1 > 2 for any n > 4 because n + 1 is taking values
5,6,7,... and they are all larger than 2. So, we have that

n+D=n-(n+1)>2"-(n+1)>2".2=2""
where the first relation holds by the recursive definition of the factorial, the second

relation holds by the inductive hypothesis and the third relation holds by the observation
that n +1 > 2 for n > 4.

(4) As the zeroth derivative is just the function itself, the formula f™(z) = # holds
for n = 0 since (1_2!)0 T = ﬁ = f(x). Assuming the formula holds for n, differentiate
both sides of f™(z) = # to get that

n d n! d —(n —(n -

f( H)(x) =— (m) = (n!(l — ) ( +1)) =nl(—=(n+1)(1—2z) (n+1) 1(_1) =
-n—2 __ —(n+2) _ (TL + 1)'
This shows the required formula. Plugging 0 for x in it produces
Deduce that f(™(0) = $ = 2 = pn! and substituting this in the formula f(z) =

(n) . :
> fn—!(o)x" for the Taylor series expansion at x = 0 produces ﬁ =3, ’:7:3:” =

¥
(5) Let Jg(m, n) stands for the statement “if m < n, then £™ < k™",

When m = n = 0, the statement reduces to a true implication since the premise 0 < 0
is true and the conclusion £° = 1 < 1 = k? is also true. Assuming that P(0,7n) holds, let
us show that P(0,n+ 1) holds. Assume that the premise 0 < n+1 of P(0,n+ 1) holds
(which is, in fact, true for any natural number n) and let us show that k% < k"1 As
0 < n, the premise of P(0,n) holds, so the conclusion £° < k™ also holds. By monotony
of the multiplication, we have that the induction hypothesis k° < k™ and 1 < k imply
that k° -1 < k™ - k. So, we have that

E=1=1-1<k" k=Fk""

This shows that P(0,7n + 1) holds and concludes the proof of the first step.

To show the second step, assume that P(m,n) holds and show that P(m+1,n) holds.
Assume that the premise m+1 < n of P(m+1,n) holds and let us show the conclusion
Emtt < k" Since m +1 < n and m < m + 1, we have that m < n. By P(m,n), this
implies that k™ < k™. We also know that 1 < k£ so multiplying the last two relations
produces

Em < k- k= k"L
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(6) (a) As the initial term is given with n = 1, use limited induction and show the claim
for all n > 1.
The closed form matches the recursive equation for n = 1 since a; = 3 and 5(1)—2 =
3. Assuming the closed form and the recursive formula to agree for n, let us show
that they agree for n 4+ 1. On one hand, a,,1 =a, +5=5n—-2+5=5n+3. On
the other hand, a,+1 = 5(n+1) —2 = 5n+5—2 = 5n+ 3. Thus, the two formulas
match.

(b) The closed form matches the recursive equation for n = 0 since ay = 2 and 3(0)+2 =
2. Use complete induction, so assume the two formulas to match for all £ < n and
show that a,; = 3(n+1) +2 = 3n + 5 using the recursive formula. This holds by
the argument below.

Un1 = 20p, —ap1 =2B3n+2)—B(n—1)+2)=6n+4—-3n+3—-2=3n+5.

(c) The closed form matches the recursive equation for n = 0 since ag = 0 and (0)2° =
0. Use complete induction, so assume the two formulas to agree for all £ < n and
show that a,,; = (n+ 1)2"+%

Uni1 = 4a, —4a, 1 = 42" —4(n —1)2""1'=4.2""(n-2 - (n—1)) =
22.2" 1 2n —n+1) =2""(n+ 1) = (n + 1)2".
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8. FUNDAMENTALS OF MODERN ALGEBRA

If A is a set, a function of two variables * : A x A — A is said to be a binary operation on
A and one writes *(a, b) shorter as a * b.

Multiplication and addition on various number sets (natural numbers, integers, rationals,
reals), addition of vectors in a vectors space, and multiplication of square matrices of the same
size, are just some of the examples you may have already encountered. By considering an
arbitrary set A and any binary (or n-ary) operation * on A, one can study properties of this
very general set up and then draw conclusions on properties of a variety of specific binary
operation without necessarily studying each one of them. This idea of studying generalized
operations instead of specific ones is the underlying idea of the area of mathematics know as
Abstract or Modern Algebra. If you take the course bearing the same name, you will
learn about groups which generalize a set with an associative operation with identity in which
every element is invertible, rings which generalizes some common examples of sets with both
addition and multiplication, and fields which generalize common examples of sets with + and
commutative - in which every nonzero element has a multiplicative inverse.

A group A ring A field

Homomorphisms — operations on sets meet the functions. If A and B are two sets, each
with a binary operation, one would prefer to consider functions A — B which are compatible
with the two operations. This brings us to the concept of a homomorphism.

If % is a binary operation on a set A and - is a binary operation on aset B, f : A — Bis a
homomorphism if it is compatible with the two binary operations that is if

flaxb) = f(a)- f(b)

for any a,b € A. If such a homomorphism is a bijection, then it is said to be an isomorphism.
In case when A and B are finite and we present operations on them by “multiplication” tables,
then the table for A will match exactly the table for B if one lists the elements of f(A) using
the corresponding order of the elements of A. The first example below illustrates this.

The terms monomorphism and endomorphisms are used for injective and surjective homo-
morphisms respectively.

Example 6. (1) If no operations on two sets A and B are considered, a homomorphism is
any function A — B and an isomorphism is any bijection A — B. Thus, if A and B
have different cardinalities, then there is no bijection A — B so there is no isomorphism
A — B regardless of a possible presence of any operations on the two sets.

(2) If two vector spaces V; and V5 (say over real numbers) are considered together with
addition, any linear transformation 7' : V; — V4 is a homomorphism (recall that the
identity T'(v+w) = T(v) +T'(w) for every v,w € V] is a part of the definition of a linear
transformation). Any linear transformation which is bijective is an isomorphism.
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(3) Let 2Z denote the set of even integers {..., —4,—-2,0,2,4,...}. We can consider this set
under addition coming from the addition in Z. This makes the inclusion i : 2Z — Z
(given by 2n +— 2n for any n € Z) a homomorphism because

i(2m +2n) = 2m +2m =i(2m) +i(2n).

The inclusion i is clearly injective. This map is not onto (1, for example is not in the
image of 7), so this is an example of a homomorphism which is not an isomorphism.

(4) Let Z/= denote the quotient set of Z with respect to the equivalence = from part (2)
of Example 1. Recall that this set has two elements

=4 =2 =[0=[2=M4]=...and ... =[-8 =[-1=[1]=[3]=[5] =....

Let us consider addition on this set governed by the rule that a sum of two even or
two numbers is even and that the sum of an even and an odd number is odd. This

with operation + given by addition modulo 2. So, 1+1=2 is considered modulo 2 and,
as 2 has remainder zero when divided by 2, we have that 1+1=0. Thus, the table is

+10 1

00 1 . If fis a function Z/= — Z, given by [0] — 0 and [1] — 1, then f is
1110
an isomorphism: it is clearly bijective and if one compares the tables defining +, they

+ [ 0D f([1)
match in the sense that the addition on Z, is exactly given by f([0]) | £([0]) f([1]) -

S AL f(on
(5) Let R be the set containing the following two symmetry operations on the set of points
in the xy-plane: the identity operation id : (x,y) — (x,y) and the reflection r with
respect to the y-axis (z,y) — (—x,y). As ror = id, the multiplication table for R when
olid r
this set is considered together with the composition o is id |id r . Comparing this
r|r id
table with the table of Z,, we conclude that ¢ : Zy — R given by 0 — id and 1 + 7 is
an isomorphism. This also implies that go f : Z/= — R is also an isomorphism.

Congruences — operations meet the relations. If A is a set with an operation * and an
equivalence relation ~, then ~ is a congruence on A if it is compatible with the operation x
in the following sense.

a ~ c and b ~ d implies that a xb ~ ¢ * d.

Example 7. (1) The identity relation is a congruence on any set A with any operation
since a = ¢ and b = d implies that a * b = ¢ * d because * is a well-defined function of
two variables.

(2) If = is the relation on Z from part (2) of Example 1 (and part (4) of Examples 6), then
it is a congruence because
e If a,c are both even or both odd and b,d are both even or both odd, then a + b
and ¢ + d are also both even or both odd.
e If a,c are both even or both odd and one of b and d is even and another is odd,
then one of a + b and ¢+ d is even and another one is odd.
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Similar arguments can be used in the remaining two cases.
(3) If T': V4 — V4 is a linear transformation on two vector spaces (say over real numbers),
then the relation on V; given by

ve~pwif T(v—w) =0
is a congruence: if v ~p w and v’ ~7 W', then T'(v —w) =0 and T'(v" — w’) = 0 so
T((v+d)—(w+w)=T(v—w)+ @ —w))=Tw—-—w)+TH —w)=0+0=0
which shows that v + v ~p w + w'.

The importance of congruences lies in the following: if ~ is a congruence of a set A with
operation x, then * gives rise to a related operation on the quotient set A/~. This new operation,
which we call also *, can be defined by

[a] + [b] = [a * 0]

for any a,b,c,d € A. The condition that ~ is a congruence implies that this is a well-defined
binary operation on A/~ meaning that if
la] = [c] and [b] = [d] then [a] * [b] = [¢] * [d].
This indeed holds since if [a] = [¢] and [b] = [d], then a ~ ¢ and b ~ d, so the assumption that
~ is a congruence implies that a x b ~ ¢ * d which implies that
[a % b] = [c* d] so that [a] * [b] = [c] * [d].

For example, the addition of integers gives rise to the addition on the quotient set Z/=
formed with respect to the congruence = from part (2) of the previous example. This addition

+ (0] [1]
is exactly the addition given by [0] [ [0] [1] from Example 6.
A1) (0]

Note that the congruence = produces a homomorphism 7 : Z — Z/= given by n + [n] for any
n € Z. Thus, m maps an even number to [0] and an odd number to [1]. This is a homomorphism
because = is a congruence so we have that 7(m +n) = [m + n| = [m] + [n] = 7w(m) + 7(n).
This homomorphism is surjective since both elements of Z/= are in the images, [0] of 0 (or any
other even number) and [1] of 1 (or any other odd number).

It turns out that any congruence on any set with an operation defines a homomorphism as
7 in the previous example. The following subsection shows this.

8.1. Every congruence determines a surjective homomorphism. If A is a set with an
operation x and a congruence ~, let 7. : A — A/~ be given by

T @ a— [al.

This map is called the canonical projection or natural map of ~ . It is a homomorphism
since
T (a*xb) = [axb] = [a] % [b] = 7(a) *x 7(b)
and it is surjective since the preimage of any element [a] € A/~ is a € A.
The complete duality between homomorphisms and congruences is achieved by the following.
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8.2. Every homomorphism determines a congruence. If A and B are sets with operations
* and - respectively, and if f : A — B is a homomorphism, the relation ~; on A given by

a~ybif fla) = f(b)
for any a,b € A, is a congruence.

Let us show that ~ is an equivalence first. It is reflexive since f(a) = f(a), it is symmetric
since f(a) = f(b) implies that f(b) = f(a), and it is transitive since f(a) = f(b) and f(b) = f(c)
implies that f(a) = f(c), for any a,b,c € A.

To show that ~ is a congruence, assume that a ~y ¢ and b ~; d. Then f(a) = f(c) and
f(b) = f(d) and so

flaxb) = f(a)- f(b) = f(c) f(d) = flcxd)
which implies that a x b ~f ¢ x d.

For the set A with an operation *, if we consider both correspondences F' :~+— 7., for a given
congruence ~ on A and G : f +—~y for a given homomorphism f defined on A, then G o F' is
the identity in the sense that

~.=n~ for any ~.
Indeed, given a congruence ~, we have that
ary; bem.(a)=n.(b) < [a]=[b<a~Db

for any a,b € A. This shows that the relation ~,_ is the same relation as ~ .

The first practice problem below focuses on the composition F' o GG. Together with the above
conclusion on G o F| this indicates a duality between homomorphisms and congruences. The
course Abstract Algebra explores applications of this duality. One of them we encounter in this
course during the formations of number sets in section 9.

Practice Problems 8. (1) Let A be a set with an operation *. For any set B with oper-
ation - and any homomorphism f : A — B, there is a unique injective homomorphism
f such that the diagram below commutes (meaning that f = fon. ;). Here ~ is the
congruence from section 8.2 and 7., is the natural map A — A/~ from section 8.1.

A !

T g l 7
SF

Af~y

B

If f is surjective, then f is also surjective, so it is an isomorphism of A/~ and B.
(2) Let A, B,*,-, f, and ~; be as in the previous problem. Show that f is injective if and
only if ~¢y= {(a,a) : a € A}.
(3) Consider the relation ~ on N x N from part (4) Example 1. If N x N is considered with
addition defined by coordinates as follows

(k, 1)+ (m,n) = (k+m,l+n),

show that ~ is a congruence. Deduce that this enables us to define the addition on the
quotient set (N x N)/~ by

[(k,D)] + [(m,n)] = [(k+ m,l+ n)].

Solutions. (1) The problem is asking us to show the following claims.
(a) Define a function f such that the following hold.
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(c
d
(e) f is unique with the above properties.

(f) If f is onto, then f is onto.

Let us go over each of these steps.

(a) To define f, first note what the other two maps in the diagram are. If a € A, they
map it to the elements as in the diagram below.

is injective. -
The diagram commutes (i.e. f= fom

(b
(

f is a homomorphism.
S

).

)
)
)
)
)

a—7s f(a) . Thus define f as av—f>f(a) .
E
WNfI it [ e
R
[a] [a]
To make sure this indeed defines a function, one needs to check that if [a] = [b] then

f([a]) = f([b]) for any a,b € A. Assume that [a] = [b]. Thus, a ~; bso f(a) = f(b).
Hence, 7({al) = f(a) = £(b) = F(b):

(b) To show that f is a homomorphism, let a,b € A. As f is a homomorphism, we
have that

f(la] = [b]) = f(la*b]) = flaxb) = f(a) - f(b) = f([a]) - f().
(¢) To show f is injective, assume that f([a]) = f([b]). Then [a] = [b] since

f(la]) = F([B]) = f(a) = f(b) = a ~ [a] = [b].
~a) = f(m,(a) = f(la]) =
f(a).

f
(d) The diagram commutes since, for any a € A, (f o
(e) To show that f is unique, assume that g is another map A/~; — B such that
J =gom., and let us show that f = g. This holds since, for any a € A,

f(al) = fla) = (gom.;)(a) = g(m,(a)) = g([a]).
(f) If f is surjective, let us show that f is surjective. This means that for any b € B,
we need to find a € A such that f([a]) = b. As f is surjective, we can find a € A
such that f(a) = b. Then we have that f([a]) = f(a) = b.

(2) Recall that ~y= {(a,b) € AxA: f(a) = f(b)}. If f is injective, then f(a) = f(b) implies
that @ = b so we have that ~;= {(a,a) : @ € A}. Conversely, if ~;= {(a,a) : a € A},
then no b # a is such that f(a) = f(b). Thus, f(a) = f(b) implies that a = b which
shows that f is injective.

(3) In part (4) of Example 1, we showed that ~ is an equivalence. To show it is a congruence,
it remains to show that

(k,1) ~ (K',I') and (m,n) ~ (m/,n’) implies that (k +m,l 4+ n) ~ (K +m/,I' +n’).
This indeed holds since if the assumption of the above implication holds, then k + ' =
E' 4+ 1 and m +n’ = m' + n. Adding these two relations produces k + 1" +m +n' =
K +1+m'+nand so (k+m)+ (' +n') = (K +m') + (I +n) which implies that
(k+m,l4+n)~ (K+m' T +n).

As ~ is a congruence, addition defined “by coordinates” is a well defined operation
on the quotient set (N x N)/~ (see the paragraph following Example 7).

b=
fom
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9. FROM NATURAL TO RATIONAL NUMBERS

From natural numbers to integers. Recall

that subtraction defined on the set of natural
numbers N by tO E?

n—-m==%kK if n=k+m

is only a partial operation (defined only for

n > m). Thus, the equation n = = + m is solvable for z only when m < n. One would aim
to be able to solve any equation of the form n = x + m for any two natural numbers n and
m. Because of this, we enlarge the set of natural number to another number set, which is only
as large as needed to guarantee that any equation of the above form has a solution in this set
(i.e. that the operation — defined as above is really an operation, not only a partial operation).
While it is intuitively clear that such set should be obtained by adding the negative integers

~1,-2,-3...

to the set N, we would like to be very specific about the nature of these added elements (what
exactly one such new element “—n” is). Because of this, we introduce an equivalence relation
on the set N x N and obtain the set of integers as the quotient set of this relation. So, let us
consider a relation ~ defined on N x N by

(k, 1) ~(m,n) if k+n=m-+1

Recall that we have shown that this is an equivalence relation in part (4) of Example 1. This
means that we can consider quotient set N x N/~. For a natural number n, we would like to
define n, considered as an integer now, as the equivalence class of (n,0) and we would like to
define

the negative integer —n as the equivalence class of (0,7).

Using this approach, if (k,I) ~ (0,n), then k + n = [, and so the difference of k and [ is
indeed the same as the difference of 0 and n and both of those differences correspond to the
intuitive understanding of —n.

More generally, if (k,1) ~ (m,n), then k +n = m + [ and so the difference k — [ matches the
difference m — n and both correspond to the same equivalence class [(k,1)] = [(m,n)].

We denote the quotient set (N x N)/~ by Z.
There is a natural injection ¢ : N — Z given by

n+— [(n,0)].
This map is indeed injective since if [(n,0)] =
[(m,0)], then (n,0) ~ (m,0) and this implies
that n +0=m+0son =m.
The existence of the injection ¢ let us abbreviate [(n,0)] as n. Thus, if we denote
the equivalence class of (n,0) by n and
the equivalence class of (0,n) by —n

for any n € N. With this convention, we have that 0 = —0 because both 0 and —0 correspond
to the class of (0,0).
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The identification of «(n) = [(n,0)] and n for n € N enables us to consider N as a subset of
Z. So, we can think of Z as the set consisting of
o, —3,—-2,-1,0,1,2,3, ...

and we have that

—2=1[(0,2)] =[(1,3)] = [(2,4)] = ... = [(n,n+2)] =
1= [(L,0)] =[2D]=[3,2)]=...=[(n+1,n)]=
2= [2,0]=[B1]=[42)]=...=n+2n)] =
The elements 1,2, ... are positive integers and the elements —1,—2,... are negative inte-

gers. Note that if an integer n is [(k,)] for some natural numbers k£ and [, then —n is [({, k)].

So, we can write
—[(k, D] = [, k)].

Addition, multiplication and the usual order. Next, we define the addition, multiplica-
tion and the usual order of integers. The addition is defined as in Practice Problem (3) of
section 8: “by coordinates” as follows.

[k, D] + [(m, n)] = [(k, ) + (m,n)] = [(k +m, [ 4 n)]
One can check that addition satisfies the familiar properties below.
Exercise 31. Show that the following properties hold.
(1) The element 0 is neutral for addition: for any integer n,
n+0=0+n=n.
(2) For any integer n, —n is the inverse of n.
n+(—n)=(-n)+n=20
Solution. (1) Let n = [(k,1)] for some natural numbers k and [. We have that
[(k, D] +10,0)] = [(k + 0,1+ 0)] = [(k, )]
and the relation 0 + n = n is shown similarly.
(2) Recall that if an integer n is [(k, )] for some natural numbers k and [, then —n is [(I, k)].
Thus, showing n + (—n) = 0 translates into checking that
(B, D]+ [(LE)] = [(k+ 11+ k)] =[(k+1,k+1)] =[(0,0)]
The relation (—n) 4+ n = 0 can be shown similarly.

Other familiar properties hold as, for example,
Associativity. (k+m)+n =k + (m+ n) for any integers k, m, and n.
Commutativity. n +m = m + n for any integers m and n.
When defining multiplication, the goal we would like to achieve is that the classes [(k,[)] and
[(m,n)], which represent k—[ and m—n should multiply to (k—1)(m—n) = km—Im—kn+in =
(km + In) — (Im + kn). Hence, we define the multiplication by

[(k,D)] - [(m,n)] = [(km + In,Im + kn)]
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Exercise 32. Show that the following properties hold.

(1) The element 1 is neutral for multiplication: for any integer n,
n-1=1-n=n.

(2) Z has no zero divisors: for any integers n an m, if m-n =0 then m =0 or n = 0.

Solution. (1) Let n = [(k,1)] for some natural numbers k and [. So, showing n -1 = n
translates to showing that

nol=[(kD] [(1L,0)]=[(k-1+1-0,0-1+k-0)] = [(k,1)] = n.

The equation 1-n = n can be shown analogously.

(2) We can consider the cases when both n and m are natural numbers, when one is a
natural number and the other a negative integer and when both are negative integers.
All these cases are similar so we list details for the proof of only one of them. For
example, let n,m be natural numbers and assume that m - n = 0 which means that
[(m,0)] - [(n,0)] = [(0,0)] so that [(m-n+0-0,m-0+0-n)] = [(mn,0)] =[(0,0)]. This
implies that (mn,0) ~ (0,0) so that mn + 0 = 04 0 and so mn = 0. As the product of
natural numbers is such that mn is zero only if m is zero or n is zero, this implies that
m = 0 or n = 0 which implies that [(m,0)] = [(0,0)] or [(n,0)] = [(0,0)].

Other familiar properties can be shown to hold as, for example,

Associativity. (k-m)-n =k - (m-n) for any integers k, m, and n.

Commutativity. n-m = m - n for any integers m and n.

Distributivity. k- (m+n) = (k-m)+ (k-n) and (m+n) -k = (m-k)+ (n-k) for
any integers k, m, and n.

Just as for natural numbers, we suppress writing - often so we shorten
m-n to mn for m,n € Z.

Next, we aim to define the familiar order ... < —1 < 0 < 1 < 2 < .... We would like
to have that the classes [(k,l)] and [(m,n)], which represent k — [ and m — n, are in relation
[(k,0)] < [(m,n)] if [(m,n)] — [(k,1)] = [(m,n)] +[(l,k)] = [(m + [,n + k)] corresponds to a
nonnegative integer. Recall that this means that the first coordinate m + [ is larger or equal to
the second n + k. So, we define < by

[(k, D] <[(m,n)] if k+n<l+m.

The strict order can be defined from < as usually

[(k, D] < [(m,n)] if [(k,])] < [(m,n)] and [(k,1)] # [(m,n)].
One can directly show that < is a partial order. In addition, we have that n < n+ 1 because,
if n is a nonnegative integer, then [(n,0)] < [(n +1,0)] sincen+0=n<n+1=n+1+0.
One can show that some familiar properties of <, as those listed below, hold.

Compatibility of < with addition. If £ < m and [ < n, then k 4+ [ < m + n for any
integers k, [, m, and n.

Compatibility of < with multiplication. If k <mand 0 <l <n,thenk-l <m-n
for any integers k, [, m, and n.
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The cardinality of integers. Although N is a strict subset of Z and Z seems to have “twice
as many” elements as N, the cardinality of N and Z is the same because the map given by

n— 2n for n € N and

—n > 2n —1 for n € N—{0}

is a bijection Z — N. This shows that the cardinality of Z is the same as that of N which is N,.
So, Z is countable. Alternatively, one can argue that the inclusion N C Z implies that

|Z] = |w].
The converse holds by using Claim 2 to conclude that N x N is countable so that
|Z] = |(Nx N)/~| < [N x N| = |w].

From integers to rationals. By enlarging N
to Z, we ensured that subtraction is an opera-
tion, not only a partial operation. Thus, every
equation of the form n 4+ x = m has a solution
for z for any two integers m and n. We enlarge
the set of integers to have that the division is
a full, not a partial, operation and that every
equation of the form

nr =m

has a solution for any two integers n # 0 and m (note that for n = 0 the equation has no
solutions if m # 0 and infinitely many solutions if m = 0). So, we would like to obtain the set
of rational numbers QQ by enlarging the integers by the set containing fractions of the form

m

n

where m,n € Z and n # 0. This can be obtained by considering a suitable equivalence relation,
just as when forming Z from N. The definition of the equivalence relation comes from the
requirement that two fractions % and 7% are equal, % = 7 if the cross multiplication produces

kn = ml. Thus, we introduce an equivalence relation ~ on the set Z x (Z — {0}) by
(k,1) ~ (m,n) if kn=mil.
One can directly show that this is an equivalence relation. So, we can introduce the set QQ as
the quotient set Z x (Z — {0})/~ and shorten the notation
[(m,m)] to =
We have that
[(m,n)] = [(mk, nk)]

for any nonzero integer k (since mnk = nmk so (m,n) ~ (mk,nk)).

If we identify the class [(m, 1)] = 5 with the integer m, we can consider Z as a subset of Q.
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Operations and order of rationals. We define the addition, multiplication, and the usual
order of rationals. The addition is defined by aiming to add two fractions by finding their
common denominator and then proceeding in the usual way to have that

k m kn ml kn + ml
[ n n In In

Thus, we define the addition as follows.
[(k,D)] + [(m,n)] = [(kn +ml, In)]

The element 0 = & = [(0,1)] = [(0, k)], for any nonzero integer k, has a special significance
for addition since it is the neutral element for the addition:

[(kv l)] + [(07 m)] = [(km +1-0, ml)] = [(km’ ml)] = [(kv l)]

The element —[(m,n)] stands for the additive inverse of [(m,n)] and it is [(—m,n)] since

[(m,n)] + [(=m,n)] = [(0,n%)] = 0. kK m _ km

The multiplication is defined by aiming to have 7 - 7 = 7% so we define it by

[(k, D] - [(m, n)] = [(km, In)].
The element 1 = % = =, for any nonzero integer n, has a special significance for multiplication
since [(k,0)]-[(1,1)] = [(k,1)] so 1 is the neutral element for multiplication. One of the practice
problems focuses on showing that if a = [(m, n)] # 0, then the multiplicative inverse 1 of a is
[(n, m)].

Note that the property [(m,n)] = [(mk, nk)] for any nonzero integer k enables us to represent
a rational number a = [(m,n)] using a pair with positive integer as the second coordinate.
Indeed, if n > 0 this is already the case. If n < 0, take k£ = —1 and write a as [(—m, —n)]. As
n < 0, we have that —n > 0.

The order < is defined by requiring that % < ™ for two rational numbers with [ and n
positive, if = — % > 0 that is if ml;l”k > 0. As we assumed that [ and n are positive, the product
nl is positive so this happens exactly when ml —nk > 0, equivalently nk < ml. Thus we define
the order by

(6, 0)] < [(m,n)] i kn < Im
for any integers k and m and any positive integers [ and n. The strict order can be defined
from < as usually: a < bif a < b and a # b for any a,b € Q.

One can check that these operations and relation satisfy the familiar properties.
0 is the neutral element for addition. For any rational number a,

a+0=0+a=a.
—a is the additive inverse of a. For any rational number a,
a+(—a)=(—a)+a=0.

Associativity of addition. (a +b) +c=a+ (b+ ¢) for any a,b,c € Q.
Commutativity of addition. a + b= b+ a for any a,b € Q.

1 is the neutral element for multiplication. a-1=1-a = a for any a € Q.
1 is the multiplicative inverse of a #0. a-1 =1.4=1for any a € Q — {0}
No zero divisors. For any a,b € Q,ifa-b=0 then a =0 or b = 0.
Associativity of multiplication. (ab)c = a(bc) for any a,b,c € Q.
Commutativity of multiplication. ab = ba for any a,b € Q.

Distributivity. a(b+ ¢) = ab+ ac and (b + ¢)a = ba + ca for any a,b,c € Q.
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Compatibility of < with addition. If a < ¢ and b < d, then a + b < ¢+ d for any
a,b,c,d € Q.

Compatibility of < with multiplication. If ¢« < c and 0 < b < d, then ab < cd for
any a,b,c,d € Q.

Cardinality of the rationals. As QQ contains Z, we have that the cardinality of Q is larger
than or equal to the cardinality of Z which is |w|. On the other hand, since the natural map
Z x (Z —{0}) — Q is onto, we have that the cardinality of Q is smaller than or equal to the
cardinality of Z x (Z — {0}). As Z — {0} has the same cardinality as Z (the map given by
n—n—1ifn>0and n+— nif n <0 is a bijection Z — {0} — Z), we have that

wl =12 < [Q] < |Z x (Z = {0})] = |w x w| = |w]

where the second equality holds by Practice Problem (1b) and Claim 2 from section 6 and the
last equality by Claim 2. The relations |w| < |Q| < |w| imply that

Q| = |w|
so Q is countable.
Practice Problems 9. (1) Show that
[(n,m)] =[(0,m —n)]if m>n and [(n,m)]=[n—m,0)]ifm<n

for any natural numbers m and n.

(2) Find the sum and the product of the integers [(5,3)] and [(2,6)].

(3) The relation < on Z matches the familiar order of integers when [(m,n)] is shortened
to m — n (note that the favorable properties of the operations enable us to do this).
Using this representation, rearrange the integer numbers below, if needed, so that the
elements in the new list are non-decreasing.

[(6,3)], [(1000,1005)], [(6,8)], [(57,56)], [(56,58)]

(4) Show that [(n,m)] is the multiplicative inverse of any [(m,n)] € Q such that m # 0.

(5) Find the sum and the product of the rational numbers [(5, 3)] and [(2, 6)].

(6) The relation < on Q matches the familiar order of integers when [(m, n)] is shortened to
™ (note that the favorable properties of the operations enable us to do this). Using this

representation, rearrange the rational numbers below, if needed, so that the elements

in the new list are non-decreasing.
[(5,15)], [(50,—100)], [(15,10)], [(20,—10)], [(—10,20)]

(7) Show that Q has no zero divisors, that is ab=0=a =0 or b = 0 for any a,b € Q.
(8) If a, b, ¢ are rational numbers such that a < b and ¢ > 0, show that ac < bc.

Solutions. (1) Let us consider the case m > n first. In this case, m —n is a natural number
and the relation [(n,m)] = [(0,m — n)] is equivalent with (n,m) ~ (0, m —n) and this
last relation is, by definition of ~ equivalent with n +m —n = m + 0. This last relation
is true since both m 4+ 0 and n +m — n are equal to m.

Let us consider the case m < n now. In this case n — m is a natural number and
the relation [(n,m)] = [(n — m,0)] is equivalent with (n,m) ~ (n — m,0). This last
relation is equivalent with n + 0 = m 4+ n — m by the definition of ~ . The relation
n+ 0 =m 4+ n — m is true since both sides are equal to n.
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(2) By the definition of the addition of integers, [(5,3)] +[(2,6)] = [(5+2,3+6)] = [(7,9)].
Alternatively, if we note that [(5,3)] stands for 5 — 3 = 2 and [(2,6)] for 2 — 6 = —4,
we can use the familiar addition and say that 2 4+ (—4) = —2. Representing [(7,9)] as
7—9 = —2, we obtain the same answer.

By the definition of the multiplication of integers, [(5,3)] - [(2,6)] =[(5-2+3-6,5 -
6+ 3-2)] = [(28,36)]. Alternatively, if we note that [(5,3)] stands for 5 —3 = 2 and
[(2,6)] for 2—6 = —4, we can use the familiar multiplication and say that 2-(—4) = —8.
Representing [(28,36)] as 28 — 36 = —8, we obtain the same answer.

(3) [(6,3)] can be shortened to 6 — 3 = 3, [(1000, 1005)] to 1000 — 1005 = —5, [(6,8)] to
6—8=—2, [(57,56)] to 57 — 56 = 1, and [(56,58)] to 56 — 58 = —2. As —5 < —2 =
—2 <1 < 3, we have that

[(1000, 1005)] < [(6,8)] = [(56,58)] < [(57,56)] < [(6,3)].

(4) Recall that 1 stands for [(1, 1)] and that 1 is neutral for multiplication in Q. For [(m,n)] €
Q such that m # 0, the ordered pair (n,m) is an element of Z x Z — {0}, so [(n,m)] is

in Q.
We show that it is the multiplicative inverse of [(m,n)]. Indeed, [(m,n)] - [(n,m)] =

&7171711;]'@772)] = [(mn, mn)] = [(1,1)]. Similarly, [(n, m)]-[(m,n)] = [(nm, mn)] = [(nm,nm)] =
(5) By7 the definition of the addition of rationals, [(5,3)] + [(2,6)] = [(5-6 + 2 3, 3 6)] =
[(36,18)]. Alternatively, if we note that [(5,3)] stands for 3 and [(2,6)] for 2 = %, we can

use the familiar addition and say that 2 4+ ¢ = $ = 2. Representing [(36, 18)] as 3 =2,
we obtain the same answer.

By the definition of the multiplication of integers, [(5, 3)] [(2,6)] = [(5 2,3-6)] =
(10, 18)]. Alternatively, if we note that [(5, 3)] stands for 2 and [(2,6)] for 2 1 We can

use the familiar multiplication and say that 5 % = 5 Representmg (10, 18)} 18 = S,
we obtain the same answer.

(6) [(5,15)] can be shortened to & = 3, [(50,—100)] to 2% = =, [(15, 10)] to 1—0 =3
[(20, —10)] to 2% = —2, and [(—10,20)] to o> = 5. As —2 < 5L = < & < 3, we
have that

(20, —10)] < [(50, —100)] = [(—10,20)] < [(5,15)] < [(15, 10)].

(7) Let a = [(m,n)] and b = [(k,1)] and assume that ab = 0 so that [(mk,nl)] = [(0,1)].
This implies that mk-1 = nl-0 so that mk = 0. As Z has no zero divisors (see part (2) o
Exercise 32), this implies that m = 0 or k = 0. If m = 0, then a = [(0,n)] = [(0,1)] = 0.
If k=0, then b= [(0,1)] = [(0,1)] = 0.

(8) Let @ = [(k,1)],b = [(m,n)], and ¢ = [(p,q)] where [,n and g are positive integers
(see the paragraph before the introduction of the relation < on Q). The condition

= [(p,q)] > 0 = [(0,1)] implies that p-1 > ¢ -0, so p > 0. The assumption a =
[(k,1)] < b = [(m,n)] implies that kn < Im. As < is compatible with multiplication
by a positive integers and both p and ¢ are positive, we have that knpq < Impq. This
ensures that ac = [(kp,lq)] < be = [(mp, nq)] since this is equivalent with kpng < lgmp.

f
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10. FUNDAMENTALS OF REAL ANALYSIS — REAL NUMBERS

From rationals to reals. Now that we ensured that both equations a +x = b and ax = b

have solutions in the set of rationals for any
two rational numbers a (a # 0 for the second
equation) and b, we are exploring the type of
polynomial equations with rational coefficients
which do not have solutions in the set of ratio-
nal numbers and we aim to further expand Q
to a larger set of numbers.

The existence of such equations has been known already in Ancient Greece (circa 500 BC)
and in India (circa 800 BC).

One of the first irrational numbers to be con-
sidered was v/2. Today many algebraic and V2 1
geometrical proofs of the fact that v/2 is not
rational are known. We consider one of them.

Claim 4. The positive solution of the equation
2% = 2 is not a rational number.

1

Note that the figure above guarantees the existence of such positive solution: if z denotes the
length of the hypotenuse, we have that 22 = 12+ 12 by Pythagoras’s Theorem. Thus, 22 = 2 so
there is a physical length corresponding to a positive number x which is a solution of 2% = 2.

Proof. Assume that V2 is equal to a rational number % We can assume that m and n do not
have any common factors except 1 because if m = mqk and n = nk for some integers mq, ny,
and k, then ™ = ’:—11 Continuing this process of canceling common factors, we eventually arrive
to a rational number which has the numerator and denominator without any common factors
except 1.
Ifﬂ:%,theHZZ%;andso
2n? = m?.

This implies that m? is an even number and so m is also an even number (the square of an odd
number is also odd). Thus, m = 2k for some k and we have that 2n? = 4k? which implies that

n? = 2k2.

So, n? is also even and then n is even too. Thus, n = 2l for some [. But this implies that
m = 2k and n = 2] have a common factor 2. This contradicts our assumption that m and n
do not have any common factors except 1. Hence, our assumption that /2 is rational cannot
be correct. U

Now that we know that there are numbers outside of Q, we are to specify how exactly to
enlarge @Q, how to define addition, multiplication and order on this enlarged set, and how to
determine its cardinality.

The outcome of such enlargement of QQ is the set of real numbers. Real numbers can be
introduced on several different ways. Three most standard ways are
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(1) by listing a set of axioms,
(2) by considering Dedekind cuts, or
(3) by considering Cauchy sequences.

The first approach would require familiarity with the concept of a field which is not covered
before the Modern Algebra course. The second approach does not require any prerequisites,
but we opt for the third approach because some familiarity with Cauchy sequences may be
beneficent in Real Analysis.

Cauchy sequences. Recall that a sequence is a list of numbers indexed by natural numbers.
We consider sequences of rational numbers

ag, A1y ..y Qpy ...

Intuitively, a Cauchy sequence is a sequence such that any two sufficiently large terms are
very close to each other. More formally, no matter what small (rational) distance ¢ we chose
to consider, we can find two terms, indexed by sufficiently large natural numbers such that the
distance between them is smaller than . As the distance between a,, and a,, is |a, — a,,|, and
as “sufficiently large” is ensured that m and n are larger than some natural number ng, this
requirement can be written using a formula of predicate logic as

(Ve > 0)(Ing € N)(Vn,m > ng) |an, — an| < €

in which € € Q and n,m € N.

It turns out that every such Cauchy sequence has a limit and, conversely, every convergent
sequence is Cauchy (Real Analysis covers this equivalence). Because of this equivalence one may
wonder about the reason we would want to consider Cauchy sequences when we can consider
sequences with a limit instead. The main reason is that, as a Cauchy sequence is convergent,
we can refer to its limit without knowing what it is.

Let us consider the following examples.

Exercise 33. (1) Show that the sequence given by a, = n for n € N is not Cauchy.
(2) Show that the sequence given by a, = + for n € N — {0} is Cauchy.

Solution. (1) If a,, = n for n € N, the terms of this sequence are 0,1,2,... The limit of this
sequence is infinity, so this sequence is not convergent. To show it is not Cauchy, note that the
distance between two consecutive terms is 1. So, if we take £ to be 1, for any ny and for any
n > ng |a, — aps1| = |n — (n + 1)| = 1 which is not smaller than ¢ = 1. This shows that the
negation of the above formula holds

(e > 0)(Vng € N)(In,m > ng) |ap, — am| > €

so this sequence is not Cauchy. not Cauchy
(2) Let us consider the sequence a,, = % for —e ° ° ° ° ° *—
n € N — {0}. Note that the terms of this se- 1 2 3 4 5 6 7

quence converge to 0. Let us show this se-
quence is Cauchy. Let € > 0 be arbitrary. To

find ng, consider the formula |-+ — 1| which we

need to relate to € so that we can find ny some- 1/n Cauchy

how. As |a+b| < |a| + |b] for any a and b, we  —@®-0—0—@ ® *—
have that 171/61/5 1/4 1/3 1/2 1
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As n < m or m < n, we can consider the last expression in either case. So, if n < m, then
L<land T4+1i<t + = 2. So, if 2 < ¢, we have that 2 > 1 = n > 2. Similarly, the case
m<n produces m > g Henee if ng is any natural number larger than 2 = (Lemma 8 has more
details on why such ng exits) then we have that for any n,m < ng

The next example shows that the limit of a Cauchy sequence of rational numbers can be a
number which is not rational.

n .

1 1 1 2
=—+—<—+—=—<5.
n o o o

Example 8. Let a, be a sequence given recursively by

an, 1

Ap41 = 9

and ag = 1. The first few terms of this sequence are

1 1 3 3 2 17 17 12 577

=1 - =15 — =~ 1.417 ~ 1.414,
e A B R A R R I VRS TART
and all the terms of this sequence are positive rational numbers. A quick induction proves it:
ap = 1 is a positive rational number and assuming that a,, is positive and rational, its half is a
rational number and its reciprocal is a rational number, so the sum % + i = a,41 1S & positive
rational number.

By taking the limit when n — oo of both sides of the equation defining a,,; and denoting
the unknown limit of a,, by a, we have that

lim,, o ap, 1 a 1

lim a4 = + = = a=—-4—
n—o0 2 lim,, o an, 2 a

By multiplying both sides by 2a to get rid of denominators, we obtain
20 =a*+2 = d®=2 = a=+V2
As all the terms of the sequence are positive, its limit cannot be a negative number and so
a=2.

Thus, a Cauchy sequence consisting of rational numbers can have a limit which is not rational.

The limit of a recursive sequence. The process of finding the limit in the above example
generalizes to any recursive sequence given by a recursive formula of the form

ant1 = f(an)

where f is a continuous function and aq the initial term of the sequence. The limit of the
sequence, if it exists, is its fized point — a number a such that a = f(a). This is because we have
that lim,, ., a, is @ in this case, so that lim, ., a,11 is also a.
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Formation of the reals via Cauchy sequences. The underlying idea of the construction is
that we complete the set of rational numbers by including all the limits of Cauchy sequences.

Two different Cauchy sequences can have the same limit. For example, the constant sequence
b, = 0 for any n has limit zero which is the same limit as of the sequence a, = % considered
above. Because of this, we would like to identify two Cauchy sequences having the same limit.
As before, this is done by an equivalence relation.

Let R be the set of all Cauchy sequences of rational numbers. We write (a,,) for a sequence

whose n-th term is a,. Let ~ be a relation on R given by
(an) ~ (by) if (a, — by,) has limit zero.

This relation is reflexive since for every (a,) € R, the sequence with the n-th term a,, —a,, = 0
converges to 0. The relation is symmetric since if the limit of a,, — b, is zero, then the limit of
b, —a,, is also zero. If a,,—b,, and b, —c,, converge to zero, then their sum a,,—n, +b,—c, = a,—c,
converges to zero also. So, ~ is transitive.

We define addition on R by
(an) + (bn) = (an + bn)
that is: the sum of two Cauchy sequences is the sequence whose n-th term is the sum of the two
n-th terms. The sequence defined in this way can be shown to be Cauchy directly (see Practice
Problem (2) below). Alternative argument (but one requiring the Real Analysis statement that
a sequence is Cauchy if and only if it is convergent) is that if the limit of (a,,) is @ and the limit
of (b,) is b, then the limit of (a,, + b,) is a + b so (a, + b,,) is convergent and, hence, Cauchy.

Defining the reals. Let R be the quotient set R/~. We think of the equivalence class [(ay,)]
as of the real number which is the limit of a, as well as of any b, such that (a,) ~ (b,). For
example, the real number 0 is the limit of a, = % but also of the constant sequence b, = 0.

The real number v/2 is the limit of the sequence given by the recursive formula @, = o+ i

and the initial term ag = 1 (or any other element of R which converges to v/2).
We define the addition on R by

[(an)] + [(bn)] = [(@n) + (bn)] = [(an + by)].

The multiplication can be defined on R by (a,) - (b,) = (a, - b,) and one can show that we can
define the multiplication on R by

[(@n)] - [(bn)] = [(@n) - (bn)] = [(an - bn)].

The set Q embeds into R. Indeed, for a € Q, we can consider the constant sequence a, = a
which has the limit a, so by identifying the equivalence class of this sequence and its limit, we
can consider a as an element of R.

The element 0 € R is neutral for addition since [(a,)] + [(0)] = [(a, + 0)] = [(ay)]. Similarly,
1 =[(1)] is neutral for multiplication.

The element [(—ay,)] is the additive inverse of [(a,)]. We say that the real number a is not
zero if a = [(a,)] for a sequence which does not have its limit zero. In this case, there is ng
such that all the terms of a,, for n > ng are nonzero. Hence, we can consider b, = i for those
n. The limit of b, is £, the reciprocal of the limit of a,. Thus [(a,)] - [(b,)] = [(1)]. This shows
that every nonzero a € R has a multiplicative inverse %

The order < is defined by requiring that a < b for two real numbers a = [(a,)] and b = [b,)]
if for every € > 0, there is some ng such that for all n > ny we have that a,, < b, + . This, in
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effect, ensures that that the limit of b, — a,, is not negative. The strict order can be defined
from < as usually: a < bif a <band a # b for any a,b € R.

The elements of the set R —Q of reals which
are not rationals are said to be irrationals.
There are two types of irrational numbers:
algebraic irrationals, obtained as solutions
of polynomial equations with integer coeffi-
cients and transcendental irrationals, the ir-
rationals which are not algebraic. The roots
of rational numbers are examples of algebraic
irrationals. For example, v/2 is algebraic since
it is the solution of the equation 22 — 2 = 0.
Numbers like e and 7 can be shown to be tran-
scendental.

Irrational?

One can check that the addition, the multiplication, and the order satisfy the familiar prop-
erties below.

0 is neutral for addition. For any real number a, a +0 =0+ a = a.

—a is the additive inverse of a. For any real number a, a + (—a) = (—a) +a = 0.
Associativity of addition. (a +b) +c=a+ (b+ ¢) for any a,b,c € R.
Commutativity of addition. a + b = b+ a for any a,b € R.

1 is neutral for multiplication. a-1=1-a = a for any a € R.

% is the multiplicative inverse of a # 0. For any real number a # 0, a% = #a =1
Associativity of multiplication. (ab)c = a(bc) for any a,b, c € R.

Commutativity of multiplication. ab = ba for any a,b € R.

Distributivity. a(b+ ¢) = ab+ ac and (b + ¢)a = ba + ca for any a,b,c € R.

No zero divisors. For any a,b € R, ifa-b =0 then a =0 or b = 0.

Compatibility of < with addition. If a« < ¢ and b < d, then a + b < ¢+ d for any
a,b,c,d € R.

Compatibility of < with multiplication. If ¢« < cand 0 < b < d, then ab < cd for
any a, b, c,d € R.

A digression. Groups, rings, and fields. Comparing the properties of rationals and reals,
we see that they are exactly the same and that many of those are also the properties of the
integers. These “recurring themes” led to definitions of three general algebraic structures:
groups, rings, and fields. The benefit of studying generalized structures should be evident
already: by studying properties shared by all the number sets (and by some other structures)
we can draw simultaneous conclusions about all of these sets without studying each one in
particular.

A group is any set with an operation * which is associative, has a neutral element and such
that every element has its inverse. A group is abelian if * is commutative. The properties of
addition on the sets Z,Q and R make them abelian groups. As another example, the addition
on the set {0, 1} defined by the table in part (4) of Example 6 is also an abelian group. Modern
Algebra covers much more examples of groups, not all of which are abelian.

If a set A has two operations % and o such that A is an abelian group under %, such that o
is associative and that distributivity holds for % and o, then A is a ring. If o is commutative,
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then such ring is said to be abelian. The properties of the addition and the multiplication on
the sets Z,Q and R make them abelian rings.

If a set A has two operations * and o such that A is a ring and such that A — {0} is an
abelian group under o, then A is a field. The properties of the addition and the multiplication
on the sets Q and R make them fields. The set Z with 4+ and - is not a field since not every
nonzero element has a multiplicative inverse (in fact most of the nonzero elements of Z do not
have multiplicative inverses, only 1 and —1 do).

A group A ring A field

If a field has a partial order < which is compatible with the two field operations, it is an
ordered field. If the partial order is a total order and if every nonempty subset with an upper
bound has the supremum, such a field is isomorphic to the field of real numbers as introduced
via Cauchy sequences (or Dedekind cuts). Thus, the above requirements on an ordered field
can be used to introduce R axiomatically.

The cardinality of the reals. It may appear that we are adding a handful of roots of rational
numbers and sprinkling the mix with a few numbers like e and 7. However, as it turns out, the
cardinality ¢ of R is strictly larger than Q. So, R is uncountable. This was shown by Georg
Cantor by exhibiting a bijection between the set of reals and the power set of N. This shows
that
¢ = 2%
As every set has strictly less elements than its power set (recall Theorem 1), this shows that
c=2% >N,

and that R is uncountable.

Before showing the relation ¢ = 2%, we show some claims regarding the cardinality of R.
First, one may think that the cardinality of any interval, possibly very small, is smaller than
the cardinality of R, the interval (—oo,00). This, however, is not the case: any interval, no
matter its size and no matter if it is open, closed, or half-closed, has the same cardinality as R.

Claim 5. Any of the following intervals has the same cardinality as R : (=%,%), (0,1), (a,b),
(a,b], [a,b), and [a,b], for any a,b € R such that a > b, and (a, ), [a, 00), (—00, a), and (—o0, a]
for any a € R.

Proof. The function tanz is a bijection of the interval (=7, 7) and R. This can be checked by
considering the graph (see the first figure below) and checking that any horizontal line at any
y-value intercepts the graph exactly once or by noting that tan=! z is the inverse of tan .

In section 6, we used linear function passing the points (a, c) and (b, d) to obtain a bijective
correspondence of the intervals (a,b) and (c,d). This shows that each pair of the intervals

(=5,%),(0,1), and (a,b), are in a bijective correspondence. Since the relation of equipotence is
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transitive and since (—7, 7) is equipotent to R, we have that (0,1) and (a, b) are also equipotent
to R.

Claim 3 (in section 6) implies that there A
are bijections between (a, b) and [a, b), between
(a,b) and (a,b], and between [a,b) and |a, b].
Alternatively, a specific bijection can be pro-
duced for any of those pairs. For example,
a bijection (0,1) — [0,1) can be obtained by
considering the elements of (0, 1) which are of > g 0 e =
the form + for n € N — {0,1} and the map
given by

f(x)=tan x

8

8
I
8 8 &

|

('S
B
VARV,
N DO

O3

WI=3 =3 =

(note that this definition follows the approach in the proof of Claim 3). We obtain a bijection
(a,b) — [a,b) by considering the composition of bijections (a,b) — (0,1) — [0,1) — [a,b)
where the middle map is the one given by the above formula and the first and the last are
obtained by the linear functions passing the points (a,0) and (b, 1) and its inverse.

One can define a bijections (a,b) — (a,b] and [a,b) — [a, b] similarly. To obtain a bijection
(a,b) — [a, b], we can consider the composition of bijections (a,b) — [a,b) — [a,b].

Let us consider intervals of infinite length. Note that the function e” is a bijective correspon-
dence R — (0,00) so that e” + a is a bijective correspondence R — (a,00). Composing this
with the bijection (a, 00) — [a,00) (where we use Claim 3 again), we have a bijection of R and
[a,00). The map —e” is a bijective correspondence R — (—00,0), so that —e® + a is a bijective
correspondence of R and (—o0,a). Composing this with a bijection (—o0,a) — (—o0,a], we
obtain all needed bijections.

O
Exercise 34. Show that the following sets are in bijective correspondences with R.
(1) (a,b) U (c,d) where b < c.
(2) Ui_,(a;,b;) where b; < a;41 for any positive integer n and i = 1,2,...,n — L.
Solution. (1) Since the intervals are disjoint, the cardinality of the union is equal to the

sum of cardinalities of each interval (recall section 6). Since each interval has cardinality
equal to |R|, we have that

|(a,0) U (¢, d)| = |(a,0)] +[(c, d)| = |R| + |R| = |R|

where the last relation holds by the section 6 formula that o + o = « for infinite
cardinals.

(2) Let us use the induction on n. If n = 1, the statement holds because there are bi-
jections (ay,b;) — (0,1) — R by Claim 5. Assuming the statement holds for the
union |, (a;, b;) of n intervals, let us consider the union (I (a;, b;) = U1, (as, b;) U
(@nt1,bny1) of n+ 1 intervals.
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As the sets [J;_,(a;, b;) and (an41,bn41) are disjoint, we can use exactly the same
argument as in part (a).

n

U(az‘, bi) U (@nﬂ, bn+1>

i=1

n

U(aza bi)

i=1

+ [(@nt1, bnga)| = [R] + |[R| = [R]

where the relation || J;_,(a;, b;)| = |R| holds by inductive hypothesis.

Claim 5 enables us to prove the relation ¢ = 2% by obtaining a bijection of the closed interval
[0, 1] and the power set P(N). We can do that by considering the decimal representation of
a real number in [0, 1].

Every rational number can be represented by a decimal number which either has finitely
many nonzero decimals or it has periodic decimal representation. For example,

% = 0.2000000. .. and % =0.33333. ..

Geometric Series. Any decimal number with periodic representation can be converted to
a fraction of two integers. To be able to do that, we consider the formula for the sum of a
convergent geometric series.

A geometric series is any infinite sum of terms of a sequence such that the ratio of two
consecutive terms is constant 7. In general, this series has the form

ar® + ar® T + ark+2 = ar® g

We are interested exclusively in the case when 0 < r < 1 in Wthh case this infinite sum is finite
(Calculus 3 covers full details).
Let us concentrate on the series > 2 r™. Assuming that the sum 1+7+72+... is convergent

and equal to s, we have that s = 1+r+r>+r3+... =1+r(1+r+7r2+...) = 1 +rs. Hence,
s = 14 rs. Solving this equation for s, we have that s = ﬁ
Thus, the geometric series Y oo, ar™ = ar® + ar** + ar¥*2 4+ . = ark 3" ™ has the sum
% k
ar
> -
n=k

For example, the series Zn 1 10n is equal to 2, 9 (1—10)n and, hence, it is a geometric series
with a = 0,k =1 and r = =. Its sum can be found as below.
>*. 9 e 1\" 9.L

10

=1.

EE

Cardinality of reals. An irrational number has a decimal representation without any peri-
odicity of the digits appearing after the decimal point. In any case, any real number a in [0, 1]
can be written as zero followed by a decimal point with infinitely many digits (periodic or not)
afterwards. So, if ajasas ... denote the digits after the decimal point, we can write

a = 0.a1a2a3 . ..
Let us consider the sequence given by

bo = 0, b1 = 0.@1, b2 = O.alag, ceey bn = O.CLlCLQ e Qp,
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Each term of the sequence b,, is rational since it has only finitely many nonzero decimals. The
fractional representation of b, can be found by representing b, as a sum
a, as Qn a; 10" ' + ... +a,_110 + a,
0—0—10+102+...+1On— 07
Since b, is converging to a, the sequence b, is a Cauchy sequence.
However, the above decimal representation of @ is not unique in general: 0.9999... and 1
represent the same real number. Indeed

9 9 9 9
0.99999...—0.9—|—O.O9+O.OO9+...—1—0—1—1—02+1—03+...W+...
Note that the last expression can be written using the ) notation as y - 10%' We have found
the sum of this geometric series to be 1.

=\ 9 > 1\" 9 -+
;W:;Q(E> =1-I-

10

=1.

Slels|e

So, the decimal representations are not unique but the Cauchy sequences obtained from them
using the process above have the same limit and, hence, represent the same real number.

Now let us consider the binary representation instead of the usual base 10 representation. In
this case, only zeros and ones appear as the digits and any real number in [0, 1] can be written
as

= a
0.(11@2 o= Z—Z
n=1
Just as with base 10 representations, the same number can have two different binary represen-
tations. For example

1 1 : 1

0.l=- and 0.01111...=) —=—1_=_.

2 2n 1-—32 2

n=2 2
However, any infinite sequence a,,, for n = 1,2,..., of zeros and ones determines a unique
decimal number
e’} a,
a= —

— 10

With these prerequisites, we can show the theorem below.
Theorem 6. ¢ = 2%

Proof. We will show that 2% < ¢ by displaying an injection P(N) — [0, 1]. Then, we show that
¢ < 2% by displaying an injection [0, 1] — P(N).

First, let us define an injective map f : P(N) — [0, 1]. For any nonempty A C N, we map it
to a real number f(A) given by

o) a,
O.a1a2 ce. = W

n=1
where a, = 1ifn € Aand a, = 0if n ¢ A. In addition, we map () to 0. As two different subsets
of N determine two different arrays of zeros and ones, the comments before the statement of
the theorem indicate that this map one-to-one.
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Second, let us define an injection ¢ : [0,1] — P(N). For a € [0, 1] let us consider again the
decimal representation

o0

an
a=0.a1ay...= —
102 o7
n=1
which does not end with an infinite array of 9’s. For example, if a = 0.12399999 . .., we represent
a as 0.1240000. . .. This requirement ensures that such representation is unique which will make

the map g well-defined. For such a representation, let us define a subset g(a) of N by
g(a) ={2"3" : ne N—-{0}}

If a # b, then there is n such that a, # b,. Hence, 273% # 273’ g0 2"3% € g(a) and
2"3% ¢ g(b) which shows that g(a) # ¢(b) so g is injective. O

The fact that Q is countable and R is not implies that there are uncountably many irrational
numbers. So, there are “much more” irrationals than rationals. However, the rationals can be
still found “everywhere” in the sense that in every interval, no matter how small it is, there is
a rational number. This statement is usually shortened by saying that the rational numbers
are dense in the set of reals. We prove this statement after a short digression.

A digression. Labeling mathematical statements. We have encounter statements labeled
as “theorems”: Cantor’s Theorem (Theorem 1) and recently shown Theorem 6. We also made
references to Godel Incompleteness Theorems, and you are probably familiar with Fundamental
Theorem of Calculus from the first Calculus course. A label theorem is usually used for
statements which are nontrivial to prove and which are proven often by revoking several other
already proved statements. A label proposition is used for statements of less major impact
and depth or statements used for proving other theorems or other propositions. Many of the
exercises in this text are, in fact, theorems or propositions. For example, all the properties of
naturals, integers, rational or reals as well as Exercises 20, 23, 25 could been called propositions
and Exercises 18, 24, 28, 29 could be called theorems. A label lemma is used for statements
of even smaller impact or scope than a proposition (although there are some very useful and
well-known results with “lemma” in their names) and they are usually used only to shorten the
proof of a larger result. A corollary is a statement that follows from a theorem, a proposition
or a lemma. For example, Lemmas 7 and 8 and Corollary 10 below are examples of lemmas
and corollaries.

While theorems, propositions, lemmas and corollaries are statements to be shown, a defini-
tion is a statement in which a new concept is introduced using the existing concepts. Hence, it
does not require a proof. For example, given a partial order <, we are defining a new relation
< by specifying that a < b means that a < b and a # b both hold.

The terms “exercise, practice problem,” or “claim” were used so far in the text because these
terms may be less intimidating that “theorem, proposition, lemma” or “corollary” for a novice.
Also, “solution” has been used instead of “proof” often. But at this point, we start using the
proper labeling.

The rationals are dense in the reals. Let us state the claim on the density of the rationals
in the reals in a form of a proposition and let us prove it using two lemmas.

Lemma 7. For any real number a € R, there is an integer n such thatn —1 < a < n.
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Proof. The union of the intervals [n — 1,n) for n € Z is equal to the entire number line R, so
R = {U,ezn —1,n). Thus, @ € R is in the union (J, ., [n — 1,n) and so there is n € Z such that
a € [n — 1,n) which implies that n — 1 < a < n. O

The next lemma is often referred to as the Archimedean Property.

Lemma 8. For any positive real number €, there is a positive integer n such that ne > 1
(equivalently % < € and, also equivalently n > %)

By the first equivalent statement in parenthesis, for every € > 0, no matter how small it is,
there is a natural number n such that % is even smaller. By the second equivalent statement,
for every € > 0, no matter how large é is, there is an even larger natural number n.

Proof. By Lemma 7 applied to a = %, there is an integer n such that % €[n—1,n).
As ¢ > 0, we have that % > (0 and son —1 2> 0son > 1 and, hence, such n is a positive
integer. Since % € [n— 1,n), we have that % <m, sone>1. O

Proposition 9. For every a,b € R such that a < b, there is ¢ € Q such that a < g < b.

Proof. As a < b, we have that b — a > 0. By Lemma 8, there is a positive integer n such
that n(b —a) > 1. Thus, nb > na + 1. By Lemma 7, for na there is an integer m such that
m — 1 < na < m. By adding 1 to the relation m — 1 < na, we have that m < na + 1. Hence,

na<m<na+1<nb

and so na < m < nb. Dividing by n we obtain

m
a<—<b
n
which finishes the proof since ”* is a rational number. U

We show that the existence of one rational in any interval implies the existence of infinitely
many of them.

Corollary 10. For every a,b € R such that a < b, there are infinitely many rational numbers
q such that a < q < b.

Proof. By Proposition 9, there is ¢y € Q such that
a<qy<b.

Applying Proposition 9 to the interval (a, qy), we obtain a rational ¢; € Q such that
a<q <(qo-

Continuing the process, we obtain a sequence ¢, for n = 0,1, 2, ... By construction ¢,.1 < ¢,
for any n so the terms of the sequence are different rational numbers. We have that

A< . .. <1 <@GQp<...<q@<q<b

so any terms of the sequence is in the interval (a,b). O

Practice Problems 10. (1) Show that any constant sequence a,, = a is Cauchy.
(2) Show that the sum of two Cauchy sequences is a Cauchy sequence. Using the relation
a+ bl <|a|l + |b| for any a,b € R may be useful at some point.
| y a, y p
3) Show the following properties of real numbers.
g prop
(a) For any real number a, —a is the additive inverse of a.
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(b) 1 is neutral for multiplication.
(¢) R has no zero divisors.
(4) Using the method for finding the limit of a recursive sequence, find the limit of the
following recursive sequences.

(a)
ni1 = V2+a,, ag=0.

(b)
1

14+a,’
(5) Fibonacci numbers are terms of the following recursive sequence.

frnio = foo1+ fn with fy =0, and f; =1

forn =0,1,2,.... Thus one starts with 0 and 1, and then produces the next Fibonacci
number by adding the two previous Fibonacci numbers. The first few terms are

0,1,1,2,3,5,8,13,21, 34, 55,89, 144, 233, 377, 610, 987, 1597, 2584, . ..

Apt+1 = ag = 1.

and it is clear that this sequence is clearly divergent because these terms increase without
a bound.

On the other hand, two quantities are said to be in the golden ratio if the ratio of
the larger to smaller quantity is the same as the ratio of their sum to the larger quantity.

So, if a and b are two quantities and a > b,
then a and b are in the golden ratio if

a a+b

b a
To find the ratio x = ¢, note that the
right side is aTH’ =2+ g =1+ % Thus,

1
r=14—- = ?=24+1 = 22—2—1=0.
T

The positive solution %5 ~ 1.618 of this
quadratic equation is prominently used in
science as well as in art, architecture, and
music. While the Fibonacci sequence is di-
vergent the quotient Int1 of two consecu-

fn
tive terms of the Fibonacci sequence is

1+V5

convergent. Show that the limit of the sequence a,, = % is the golden ratio
1.618.
(6) Show that the following pairs of sets are in a bijective correspondence. You can assume
the existence of any of the bijective correspondences from Claim 5.
(a) (3,5)U[8,9) and (7, 00) (b) (3,51 U [0,9) U [7,00) and (—oc, 1]
(C) UneN—{O}(_n7 n) and (07 1) (d) ﬂneN[Ov n+ 1) and R
() Upen(—00, —n) and (1, 00)
(7) Represent the following decimal numbers as quotients of two integer numbers.
(a) 0.222222. .. (b) 0.27272727 ... (c) 1.2345454545 . ..
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us consider the characteristic function xg where Q is considered as a subset of R

(see practice problem (6) in section 5). Show that y maps uncountably many numbers
to 0.

Solutions.

(1) We need to show that for every € > 0 there is a natural number ny such that

for all m,n > ng |a, — an| < . As |a, — an| = la —a| =0 < &, we can take ng = 0 so
that for any positive natural numbers m and n we have that |a, —a,,| = la—a| =0 < ¢.

(2) Let

can

(a,) and (b,) be two Cauchy sequences. We need to show that for every e > 0 we
find a natural number Ny such that for every m,n > Ny, |a, + b, — (am + bin)| < €.

By the given absolute value relation, we have that

| + by — (m + bp)| = (@ — am) + (bn — bi)| < |an — am| + [0y — b

Thus, if we can find ng such that |a, — a,| < § and mq such that |b, — b,,| < § for all
m,n largest than the larger of ng, mg, then we would have that

9 9

|@n + bn = (am + bn)| = |(an — am) + (bn — bin)| < |an — am| + [bn —bn| = 5 + 5 =¢.

We

2 2
can find such ny and my since both (a,) and (b,) are Cauchy. Thus, we can take

Ny to be the larger of mgy and ng (or ng if mg = ng).

(3) (a)

(b)

(c)

We need to show that a + (—a) = (—a) +a = 0. Let a = [(a,,)] for some Cauchy
sequence (a,) and 0 = [(0)] where (0) is the constant sequence 0,0,0,.... In this
case, —a can be represented as [(—a,)]. We have that a + (—a) = 0 since [(a,)] +
[(—a,)] = [(a, — a,)] = [(0)] = 0. Similarly, (—a) +a = 0.

We need to show that a-1 = 1-a = a for any real number a. Let a = [(a,)] for some
Cauchy sequence (a,,) and 1 = [(1)] where (1) is the constant sequence 1,1,1,....
We have that a -1 = [(a,)] - [(1)] = [(a, - 1)] = [(an)] = a. Similarly, 1 -a = a.

We need to show that a-b = 0 implies that a = 0 or b = 0. Let a = [(a,)] for
some Cauchy sequence (a,) and b = [(b,)] for some Cauchy sequence (b,). The
assumption that ab = 0 implies that [(a,b,)] = 0. Let us assume the contrary of
a = 0 or b = 0: assume that both a and b are nonzero. This means that there is
ng such that a, # 0 for all n > ny and that there is mqg such that b, # 0 for all
n > my. By taking Ny larger than ny and mg, we have that both a, and b, are
nonzero and so a, - b, # 0 because Q does not have zero divisors. This shows that
the element [(a,b,)] is nonzero which contradicts our assumption.

One can also show this claim by using contrapositive instead of contradiction:
assume that a # 0 and b # 0 and show that ab # 0.

Let a stand for the limit of this sequence in case it exists. Note that then a =
lim,, , a, and a = lim,,_, a,+1 as well. To find the value of a let n — oo in the
equation a, 11 = v/2 + a,. The left side converges to a and the right side to v/2 + a.
So, a can be found from the equation a = 2 +a = a®> =2+a=d*—-a—-2=0=
(a—2)(a+1)=0=a=2ora= —1. Since —1 is an extraneous root (it does not
satisfy the equation a = /2 + a), the limit of the sequence is a = 2. Alternatively,
you can also argue that starting with the nonnegative term ay = 0, all the terms
of the sequence are nonnegative and so the solution a = —1 can be discarded.

Let a stand for the limit of this sequence in case it exists. Note that then a =
lim,, , a, and a = lim,,_, a,+1 as well. To find the value of a let n — oo in the
equation a, 1 = ﬁ The left side converges to a and the right side to H% So, a

Canbefoundfromtheequationa:Flaz>a(1+a):1:>a2+a—1:0:>a:
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#5 ~ 0.618 or a = ’1;‘/5 ~ —1.618. Starting with the positive term aq = 1,
all the terms of the sequence are positive, so the sequence converges towards the
positive value a = #5 ~ 0.618.

(5) Let us denote a, = @ Dividing the equation f,1o = fnr1 + fu by fni1, we obtain

fot2 + 7 f" . Note that the term on the left is a, 1 = 2*#2 and that the rlght side is

fn+1 fnJrl
1+ = Thus the recursive formula of the quotient sequence a,, is a, 1 = 1 + =

Denote the limit by z. Thus z = lim,,_,o @, = lim,,_,oo anH and so Value x satlsﬁes
the equation z = 1+ 1 <. Multiply this equation by x to get P?=s+l=2-z-1=

0=2z= H“ém = HEQ*/B == 1*‘[ ~ 1618 or z = 1= ‘[ —0.618. Negative solution
is not relevant since all terms of the sequence are posmve Thus, the limit is the golden
ratio Y5 ~ 1.618.
(6) (a) (3,5 U[8,9)] =1(3,5)] +18,9)] = [R| + [R| = |R| and |(7,00)] = [R].
(b) Note that [0,9) U [7,00) = [0,00) and (3,5] U [0,00) = [0, 00). So, |(3,5] U [0,9) U
[7,00)| = [0, 00)| = [R| and |(—o0, 1]| = |R].

(c) Note that (J,cy(—n,n) = (=1,1) U (=2,2) U (=3,3) U... = (—00,00) = R. As
|(0,1)] = |R|, the two sets have the same cardinality.

(d) Nyenl0,n+1) =1[0,1)N[0,2)N[0,3)N ... =[0,1). As |[0,1)| = |R|, the two sets
have the same cardinality.

(€) Upen(—00,—n) = (=00,0) U (=00, —=1) U (=00, =2) U (=00, =3) U ... = (—00,0).
Since |(—o00,0)| = |R| and |(1,00)| = |R], the two sets have the same cardinality.

(7) (a) 0.222222...=0.2+0.02+0.002+... = Z+ 5+ 5+ ... = D ey 2 (%2)”. Using
the formula % witha =2, r = % and k = 1, we have that the sum is i = g.
10

(b) 0.27272727... = 0.27 + 0.0027 + 0. 000027 + ... = o5 + o T e =
Yo 27 (100) 2[7151119; the formula {— with a = 27, r = 1—00 and £ =1, we have
that the sum is 48 = 20 = 2.

100

(€) 12345454545 . = 1.23-0.0045+0.000045-+0.00000045 +.. = 1. 23+ 135, + 1003 -
B =1.23+30,45 ()" Usmg the formula w1th a =45, r = 145 and
k = 2, we have that the sum is 1.23 + 1002 =184 99(41500) = 12;’5??38345 =1xa _ B

(8) Recall that the characteristic function xgq is deﬁned by z — 1lif z € Q and x — 0 if
x ¢ Q. Thus, every irrational number is mapped to 0. As there are uncountably many
irrational numbers, there are uncountably many numbers which are mapped to 0.
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11. COMPLEX NUMBERS

Let us summarize our journey with number sets. We started by counting things and obtained
N as a result. This was followed by the introduction of integers in order to be able to solve all
equations of the form m + x = n with m,n € N. After that we introduced rationals so that we
can solve all equations of the form mx = n with m,n € Z,m # 0. Then, we introduced reals
so that we can solve some polynomial equations with coefficients in rationals (e.g. x> = a for
a€Q,a>0).

The set R was obtained by “completion”:
by adding the limits of all rational Cauchy se-
quences with limits outside of Q. So, R seems
“complete enough”. However, there are still
polynomial equations (with integer coefficients

no less) without solution in R. For example, 2 = —1 does not have real solutions. So, there are
still elements to be added to R to obtain a larger number set. It turns out that by extending
R with a solution of this single equation, we end up with a number set which is “complete”
also in the algebraic sense (not only in the sense that it contains the limits of all convergent
sequences): it contains all n solutions of any degree n polynomial equation with real coefficients.
This statement, known as the Fundamental Theorem of Algebra, implies that with complex
numbers we really reached the roof — there are no solutions of any polynomial equation outside
of the set of complex numbers.

The introduction of complex numbers seems relatively easy in comparison to the introductions
of Z,Q or R because there is no equivalence relation, no quotient set, and no axioms — just
denote any one of the solutions of the equation

22 =—1

by ¢ (which would make —i be the other solution) and consider all the sums of the form

; 1
a+b a+ib — (a,b)
where ¢ and b are real numbers called the real @ @ | 0 — — — —

and the imaginary part respectively. We use
C to denote the set of all sums a + b for
a,b € R. The representation a + b is called
the algebraic form.

The elements of C are in a bijective corre-
spondence with the elements of R x R

a+ib— (a,b) -

d
which enables us to represent the complex numbers as points in the zy-plane.

- - — —

The addition of two complex numbers is defined by adding the similar terms as below.
(a+1ib) + (c+id) = (a+c) +i(b+d)

This operation is associative and commutative, the element 0 = 0+0i is neutral for the addition,
and —a — b is the additive inverse of a + b.
The multiplication of two complex numbers is defined by foiling and using that i = —1 as
below.
(a+1b) - (c+id) = ac + iad + ibc + bd(i)* = (ac — bd) + (ad + be)i
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This operation is associative, commutative, and distributive for the addition. The element
1 =1+ 0i is neutral for the multiplication. If a +4b # 0 = 0 + 0i (which implies that a # 0 or
b #0), let us show that %= is the inverse of a + ib. Indeed

(a+ib)- a—ib _ (a+ib)(a—ib) :a2—abi+abi—b2 :a2+62 .
a® + b? a® + b? a® + b? a? + b?

The form of the inverse brings the expressions a? + b* and a — ib into focus. Let us expand
on their relevance.

The complex number a — ib is said to be the ]
complex conjugate of the number a+:b. The | __ __ __ __ __
product of the complex number and its conju- _T
gate is a real number since

(a +ib)(a — ib) = a* + b*.

This can be used when dividing complex num-
bers: to find the quotient of two complex num-
bers, one multiplies both the numerator and _l
the denominator by the complex conjugate of | — ~—  ~— T

the denominator. In this way, the answer is

again a sum of the algebraic form.

a+ib <« (a,b)

a-ib «— (a,-b)

Exercise 35. Find the sum, product and quotient of 2 4+ ¢ and 3 — 4.

Solution. The sumis2+i+3—41=2+3+4+1— 41 =5 — 3i.
The product is (2 +14)(3 —4i) =6 — 8i + 3i — 41> =6 — 8 + 3i + 4 = 10 — 5i.
The complex number 3 + 47 is the conjugate of 3 — 44, so the quotient is
241 241 3+ 4 (24 14)(3 + 41) 6+8+31—4 2+ 114 2+.11
= = = = 71—
3—4i 3—4i 3+41 (3—4i)(3+4i) 94120 —12i+ 16 25 25 25

If (z,y) is a point in the zy-plane, the the |
root of x? + y? is the distance of (x,y) from x+iy < (x,y)
the origin. It is often denoted by r and it is
called the modulus or magnitude of = + iy.
It can be represented using the absolute value

symbol
r=lr+iy| = a?+ y>

Let also use 6 to denote the angle between pos-
itive part of z-axis and the position vector of
the point (z,y) (in blue on the figure on the y=rcos6

X=rsinB

-

right). This angle is called the argument or the phase of x + iy. The right triangle on the
figure indicates that

xr=rcosf and y =rsind.
This shows that, if we identify the complex number x + iy with its representation (z,y) in the
xy-plane, we have that
x + iy =rcosf +irsing.
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If the number x + 7y is represented as r cos# + irsin 6, it is said to be in polar coordinates
or to have a trigonometric form.

The formulas r = /22 +y? and tanf = £ enable you to find r and 6 for given z and y.
Recall that

tanf = £ implies that 6 =tan'% or @ =m+tan '

The value of # which we need can be determined based on the position of the point in one of
the quadrants: the first and the fourth quadrant correspond to the first solution for 6 and the
second and the third quadrant correspond to the second solution for 6.

For example, to determine the trigonometric representation of 2+7¢, compute r as v/22 + 72 =
V53 a2 7.28. We have that tanf = Z. As (2,7) is in the first quadrant, § = tan™' 2 ~ 1.3.

To determine the trigonometric representation of —2 + 7i, compute 7 as v/22 + 72 = /53 ~
7.28. We have that tan# = . As (—2,7) is in the third quadrant, = 7 + tan™' = ~ 1.85.

If the point is on one of the axis, the “wind rose” below can be used for finding the appropriate
theta. The wind rose can also be used in the case when x = 0 so that £ is not defined and the
function tan=! Z is not defined at x = 0. 0=m/2,
=0, y=>0

8=3n/4, 0=
y=-x>0 X= {/[/>0

e If a complex number is real and posi-
tive, then it is on the positive part of
the z-axis and so 6 = 0.

e If a complex number is real and nega-
tive, then it is on the negative part of
the x-axis and so 0 = .

e If the real part is zero and the imagi-
nary part is positive, then such number
is on the positive part of the y-axis and

B=m, x<0, y=0 6=0, x>0, y=0

sof =71
2
e If the real part is zero and the imagi- 9—:;[/< b
nary part is negative, then such number 9=52/61, -
. . _ . y:)(
is on thgfegatlve part of the y-axis and 8=-r/2 or 31/2,
so 6 = -5 - x=0, y<0
The figure above containing a“wind rose” exhibits some other scenarios for x = y or y = —x.

Exercise 36 present some specific examples.

For the converse (determining the algebraic form given the trigonometric form), the formulas
x =rcosf and y = rsinf are more straightforward: they enable you to find z and y for any
given r and 6.

For example, if 6 = 12 5 and r = 3, we have that z = 3 cos 35 5” ~ 0.776 and y = 3sin 5 5“ ~ 2.90.
Hence, z + iy ~ 0.776 + 2.90s.
x+iy <= (x,y)

If r and 6 are polar coordinates of x4y, then
r and —6 are polar coordinates of the complex
conjugate x—iy. This can be seen from geomet-
ric representation. Algebraically, this can be

shown using the fact that cos(—6) = cos @ (co-
sine is an even function) and sin(—6) = —sin

X-iy = (X,-y)
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(sine is an odd function). Thus,

Exercise 36.

x —iy =71cosf —irsin@ = rcos(—0) + irsin(—0).

numbers in algebraic forms:

2, —2, 2i, 1+1,

?

—d, —1—i.

(1) Determine the moduli and the arguments given the following complex

(2) Determine the real and imaginary parts of the complex numbers given by their moduli

Solution.

and arguments:

92%,7“:4;

9—-Zya_2vf' [/ —

7‘—2\/_ 9—

(1) You can use the graphical representation of the given numbers to determine

their polar coordinate representation. The point (2, 0) is on the xz-axis. Thus # = 0. The
point (2,0) is at a distance 2 from the origin, so r = 2. Alternatively, r = /22 + 02 = 2

and 6 = tan™! g =0.

The point (—2,0) is on the negative part
of z-axis and so # = 7. The distance to the
origin is 2, so r = 2.

The point (0,2) is on the y-axis and so
¢ = 7. The distance to the origin is 2, so
r=2.

The point (1,1) has 2 =12+ 1> = r =
V2. From the graph, 6 = 7. Alternatively,
find 0 as tan™' 1 = Z.

The number 1—1 is conjugated to 1417 so
they have the same modulus and the oppo-
site argument. Hence, r = V2 and 0 = ’T’r

(0,2)¢B=m/2

r=2 0=ry/4,

r=v2

(1,1)

O=m, r=2 6=0,r=2

(-2,0) (2,0)

(-1,-1) .(1 -1)
0=51/4, 0=-mn/4,

r=v2 r=v?2

The number —1 — 7 has r? = (=1)? 4+ (=1)2 = r = V2 and 0 = %‘
In this problem also you can use the graph. Alternatively, use the formulas z = r cos 6

and y = rsiné.

If @ = 7, the point is on the positive part
of the y-axis. With r = 4, this gives us that
(x,y) = (0,4). Alternatively, z = rcosf =
4dcos 5 =0and y =rsinf = 4sin 5 = 4.

If § = 0, the point is on the positive part
of the z-axis. With » = 5, this gives us
that (z,y) = (5,0).

If # = m, the point is on the negative
part of the x axis. With r = 4, we have
that (z,y) = (—4,0).

If o = nd’r’:2\/§,az:r0080:
2\/_cos z \/5\% = 2 and

us
4

(0.4) 2 6=n/2,
8=5m/4, r=4 0=n/4,
r=2v2 r=2v2
-2.2) ¢ (2,2)
9=T[, r= 4 e=0lr==4
(-4,0) (4.0)
'(2,-2)
0=-m/4,
r=2v2
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y =rsinf = 2v2sin ] = 2255 = 2. Thus, (z,y) = (2,2).

Ifo = and r = 2v/2, zzrcos@zQ\/ﬁcos_T” = 2\/5\%5 =2 and y = rsinf =

2v/2sin =F = 2\/5\_/—% = —2. Thus, (z,y) = (2, -2).

Euler’s formula and powers of complex numbers. Any power of i can be determined
using the relation i = —1. For example, i® = i = —i and '® = (i?)> = (-=1)° = —1. Note
that 1 = % = =% = —i, 50 1%, for example, is (%)3 = (=)} = (=1)%3 = —(—i) =i.

While it is easy to find powers of purely real or purely imaginary complex numbers, the
algebraic form is not very handy for finding the powers of complex numbers in general because
(a+1ib)™ # a"+i"b". Using Euler’s Formula, a complex number can be represented as a product,

which helps with determining powers because (ab)" = a™b™.

Euler’s formula is stating that
e = cos@ +isinf.
Euler’s formula was proved (in a different form) for the first time by Roger Cotes in 1714, then
rediscovered and popularized by Euler in 1748.

Euler proved that ¢ and cosf + isinf

are equal using the power series expansions
of exponential, sine and cosine functions (if
you took Calculus 3, you can write down the
proof).

Euler’s formula allows the following simpli-
fication

z=x 41y =rcosb+irsinh = re’.

Using the trigonometric representation, the
formulas for multiplication and division of two
complex numbers become easier than if the al-
gebraic form of complex numbers is used.

If 2, = rie?"" and 2z, = r9e%?, then

01

2129 = 110 rye? (O1462)

= rirge’
Euler’s formula also produces an easy formula for the n-th power of a complex number

z = ref,

S = (,,neei)n _ rnenei
as well as an easy switch from the exponential to the algebraic form (via the trigonometric
form). For example, the algebraic form of 4e5% is
4637 = 4(cos = +isin ) = 4(1 + i\/—g) =24+ 2V/3i.
3 3 2 2

Exercise 37. Determine the n-th power of the given complex numbers and given n. Express
your answers in algebraic form.

(1) z=1+1i,n=_8.

(2) z=—-1—4i,n=06.

(3) 2=2+3i,n =75
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Solution. (1) For z=1+4, 60 = and r = /2 (see the first part of Exercise 36). Hence,
z = +/2eT". So,
28 = (V2)8e55 = 16¢*™,
To obtain algebraic form, note that

16€*™ = 16(cos 27 + i sin 27) = 16.

(2) For z = —1—i,0 = 2F and r = v/2 (see the first part of Exercise 36). Hence, z = V2T,
So,

2t = (\/5)464%” = 4¢°™ = 4(cos 57 + isin br) = —4.
(3) The number 2 + 3 has r = v/22 + 32 = /13 &~ 3.61 and 6 = tan~' 3 ~ 0.983. Thus,

(24 3i)° = V137509831 — \/13° 49150 o 609.34(cos(4.915) + isin(4.915)) = 122.62 — 596.88i.

Using Euler’s formula with § = 7, we have that €™ = cosm + isinm = —1 + 0 = —1 so that
the equation

e =—1
holds. Many found this equation fascinating since the left side contains transcendental real
numbers e and 7 and the imaginary number ¢ and the right side, surprisingly, only an integer.

The field of complex numbers. The properties of addition and multiplication make C into
a field. However, as opposed to the other number sets we encountered, there is no natural
partial order on C which is compatible with addition and multiplication, so C is not an ordered
field. As a consequence, there is no natural total order on C : there are many incomparable
complex numbers, like, for example 3 + 4i and 4 + 3i. The modulus function still brings the
notion of the distance between the two complex numbers and, in particular, the distance from
the origin. So, although 3 + 47 and 4 + 3¢ are incomparable with each other, they are on the
same distance /32 + 42 = 5 from the origin.

Fundamental Theorem of Algebra. The field C has a valuable property — it is said to be
algebraically closed meaning that every polynomial of degree n with complex coefficients has n
solutions in C. This statement (or one of its equivalent forms) is known as the Fundamental
Theorem of Algebra.

This contrasts the situation with solutions in the set of real numbers. For example, a qua-
dratic equation az?+bx+c = 0 can have two (possibly equal) real solutions or no real solutions.
As opposed to this situation, in the complex plane, every quadratic equation has ezxactly two
solutions (possibly equal).

Fundamental Theorem of Algebra implies that our work with the number sets is over — there
is no polynomial equation without a solution outside of C. So, C does not need to be
further enlarged — we reached our goal of being able to solve any polynomial for all of its
zeros (only fitting since we almost reached the end of the semester).

The part “of Algebra” in the name is a misnomer because this theorem is on solvability of
equations, not really modern algebra. In addition, traditional proofs of this theorem rely on
either real or complex analysis, geometry, or topology and, only fairly recently, algebra. The
Complex Analysis course covers the proof of this theorem.

While we will not be finding n-solutions of just any polynomial of degree n, we can find
solutions of one specific polynomial of degree n, namely the polynomial 2™ — a. When solving
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0

an equation of the form 2" = a where a is a given complex number a = re®, we can obtain n

solutions of the equation by the formula
(0+2km)i
Ure = for k=0,1,...n—1.
These solutions have a nice representation in the complex plane: they form the vertices of
a regular polygon with n-sides inscribed in the circle of radius /r centered at the origin. We
illustrate this in the following examples.

Example 9. Find all solutions of the following equations.
(1) 22 +8=0 (2) 2° = 32 (3) 22 =3+3i

Solution. (1) We need to find all three solutions of the equation 2* = —8. Note that —8
corresponds to the complex number (—8,0) which is on the negative side of the z-axis so
¢ = w. The distance from (—8,0) to the origin is 8 so r = 8. Hence, the three solutions
of the characteristic equation can be found by the formula

V8™ =25 fork=0,1,2. *

/3 _

These three solutions form an equilateral L+V3i
triangle on the circle of radius 2 centered
at the origin.
k=0= 2 =25 =2(cosT +ising) = n
1++/3i -2

k=1= 2 =23 = 2™ = 2(cosm +
isinm) = —2

k=2 = 2 = 230 = 2(cos oF + 1-v3i
isin 2T) = 1 — /3. STY/3

(2) We need to find all five solutions of z° = 32. Note that 32 corresponds to the complex
number (32,0) which is on the positive side of the z-axis so § = 0. The distance from
(32,0) to the origin is 32 so r = 32. Hence, the five solutions of the characteristic
equation can be found by the formula

V32e"5 T = 275 for k = 0,1,...,4.

These five solutions form a regular polygon with five sides on the circle of radius 2
centered at the origin.

0i 2n/> 0.6241.90i
k=0= 2=2" =2, -1.62+1.18i
k=1= 2z =2e5"=2(cosZ +isinZ)~ 41/5
0.62 + 1.901,
k=2= 22:264?”:2(0084?”4—isin4§)% 0
L 1.62 + 1.184, 2
k=3= 2z3=2¢%" =2(cos & +isin¥) ~
“162- 118, O/
k=4= 2z =2%"=2(cos " +isin®)~ -1.62-1.18i
. 0.62-1.90i
0.62 — 1.90:. 8/

(3) Compute the modulus to be r = /32432 = /18 or 3v/2, and the argument to be

6 = tan~1(2) = tan"1(1) = 3. Hence, = = v/I8e"/%
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\91)/16
The four roots are obtained as 0.28+1.4]]
o= 4/ 77/4+2k7r. _ 181/8 7r+8 ~1 435677-*-1%’” N\a1.40.28i
. |
for k=0,1,2,3. Thus
y Ly 4y - ) /16
2~ 1435e™1% = 1435(cos {5 + 177716 :
isin {5) A~ 1.435( 098 +i0.195) =  _141-0.28
1.41 4+ 0.28:
2 A~ 143597160 — 1, 435(cos & +
isin 1) & 1.435(—0.195+0.981) = —0.28+ 281411
o 251m/16

A 1.435¢! /160 = 1.435(cos 1T + i sin L77) = 1.435(—0.98 — 0.195i) = —1.41 — 0.28i
73 & 1.435625ﬂ/16l = 1.435(cos 22 2m + i sin 25—”) = 1.435( 0.195 — 0.98i) = 0.28 — 1.413

Galois and solvability of polynomials. Let us mention a related and fascinating result.
By the Fundamental Theorem of Algebra, a general polynomial of degree n has exactly n
solutions. The word “general” here implies that the polynomial’s coefficients are completely
general numbers: a,, # 0,a,_1, ..., a,ag. The requirement that a, is nonzero implies that the
polynomial with those coefficients is indeed of degree n. For example, a general polynomial of
degree 2 is asx? + a1z + ag. If we prefer a,b and c instead of as, a1, ag, such polynomial can be
written as az? + bx + c.

The Fundamental Theorem of Algebra states that a polynomial of degree n has n zeros, but
it does not produce any method of actually finding those n zeros (such theorems are said to be
existential and not constructive). If n = 1, we do know how to find the zero:

ar+b=0=>1r=—
a

(note that a # 0 otherwise ax + b would be a zero, not one, degree polynomial). For n = 2

there is also a well known formula
—b+Vb? — 4dac

2a
As it turns out, one can find similar formulas for cubic and quartic polynomials (the formulas
are not nearly as short as for quadratic polynomial).

ax’+br+ec=0 = x=

After those formulas have been discovered,
mathematicians were looking for analogous for-
mula for polynomials of degrees n > 4. How-
ever, no such formulas were found. That is
when a young mathematician, Evariste Ga-
lois, stepped onto the stage circa 1820-1830
and managed to introduce the fundamentals
of what is today known as Group Theory be-
fore he died (of an injury obtained in a duel)
when he was only 20 years old.

While still in his teens, he showed that no formula for the solutions of a general polynomial
of degree n > 4 exits. This shows that we can put a stop to our search of such formula - after
Galois, we know that no such formula exists.
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The idea of his proof is to relate the extension of the field which contains the coefficients
of the polynomial with an object he introduced — a group. Today the groups of such field
extensions are known as Galois groups and the correspondence between the field extensions
and their Galois groups is known as the Galois Theory (although the term Galois Theory is
used for other connections, not only those between fields and their Galois groups, presently).
In the second part of the Modern Algebra course, you will see the proof of the statement that
polynomials of degree larger than 4 cannot be “solved by radicals”, i.e. that there is no formula
involving the field operations, their inverses, the powers, and the radicals which describes zeros
of such polynomials.

Complex-valued functions of a complex variable. A complex-valued function of a com-
plex variable is a function f(z) = f(z + iy) = u(x,y) + iv(z,y) where u,v are real-valued
functions of two real variables z and y. For example, the quadratic function f(z) = 2? =
(x +1iy)* = 2% + 2xyi — y? is one such function. Its real part is u = 2 — y? and its imaginary
part is v = 2xy.

The exponential function e* is another example. We have that

e” = " = %" = e”(cosy + isiny)

so its real part is e” cosy and the imaginary part e”siny. We also have that the modulus is
r = e” and that the argument is 6 = y.
The complex-valued trigonometric functions are defined via exponential function by

) 1 . . 1 . »
sinz = —(e”¥ —e ™) cosz = —(e* 4+ e %)
21 2
The other trigonometric function can be defined via sine and cosine functions. For example,
sinz _  eF—e ®
tan z can be defined as 2 = (o=

With these definitions, the familiar identities on real numbers continue to hold for complex
numbers. The following example illustrates this.

Example 10. Show that the following identities hold for any complex number z.

(1) cos z + isin z = €** (2) sin*z + cos?z = 1

Solution. (1)

(261'2) — eiz.

N | —

(eiz 4 efiz 4 eiz - efiz) —

N | —

_i_» : 1(zz+ 7iz)+-]‘<iz 7iz)
cosz+isinz = —(e” + e i—(e” —e ) =
2 21
(2) 2 2
sin? z + cos® z = l(e” —e ")) + l(eiz +e ™)) =
2 2
1

— , 4 1 .. 4
_(6212 2 67212) 4 Z(621,2 ) 67212) —

4 4 , , 1
1 (_6212 N 67212 4 621,2 N 6721,2) — 1(4) —1.

I,

Practice Problems 11. (1) Determine the moduli and the arguments given the following
complex numbers in algebraic forms:

—3i, V2 -2, —V3+i, —2—i.
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(2) Determine the real and imaginary parts of the complex numbers given by their moduli
and arguments:

9:7,7":5; QZF,TZQ, 9:—,T:3.
3) Determine the n-th power of the given complex numbers and given n. Express your
(
answers in algebraic form.
(a) z=—V3+i,n=4
(b) z=—-2—14,n=06.
(4) Find all solutions of the following equations.
(a) 2 =8 (b) 2° = —32. (c) 2 =3—3i

(5) Show that the following identities hold for any complex number z.
(a) sin®z = 1(1 — cos(22)) (b) cos® z = 3(1 + cos(22))

Solutions. (1) The complex number —3i is on the negative part of y axis. Hence, § = .
We have that r = /(—3)? =
The complex number V2 — 1/2i is on the y = —x line and in the fourth quadrant.

Hence, 0 = =*. We have that r = \/\/52 +(=V2)2=V2+2=V4=2

The complex number —v/3 41 is in the second quadrant. Hence, § = 7+ tan

T+ =Z =2 The modulus is r = /(—v3)2 + 12 = V4 = 2.
1

The complex number —2 — 7 is in the third quadrant. Hence, § = 7 + tan™! = =

T+ tan™' 3 & 7w + 0.4636 ~ 3.605. The modulus is 7 = /(—2)2 + (—1)2 = /5 ~ 2.24.
(2) If & = =, the number is on the negative part of y-axis. As r = 5, (z,y) = (0,-5).
Alternatively, * = 5cos 5+ = 0 and y = 5sin 5+ = —5.
IfH——“andr:2,a::rcos€:2(:os5—“:2~%§:—\/§andy:rsin9:

6
2s8in % = 2.2 =1. Thus, (z,y) = (—V/3,1).

-1

‘H

S

If@—T and r = 3, x—rcos@—?)cos’?) =3-%1=%3andy:rsin6:
3sin =2 = 3. 53 — =4, Thus, (z,1) = (54 )

(3) (a) From problem (1), we have that z = —/3 + i = 2e5™/%, Hence, 2z* = 2%e*57/60 —
16¢107/3% = 16(cos 127 4 sin 197) = 16(52 — L) = —8 — 8v/3i.
(b) From problem (1), we have that z = —2—i ~ /536 Hence, 26 ~ (1/5)8¢5360% —
12562163 — 125(cos21.63 + i sin 21.63) = 125(—0.936 + 0.352) = —117 + 44.
(4) (a) One way to solve the equation is to note that 23 = 8 = 8e% and use the formula
2n/3
-14V3i
/B ™ = 27
for k=0,1,2.
k=0 = z5=2e% =2 0
k:1:>z1:26277ri:2(cos%ﬂ+ 2
isin ) = —1+ /3
k=2 = 2z = 235 = 2(cos’T +
isindT) = —1 — /3i. "1-V3i

amn/3
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Alternatively, you can factor 2 — 8 as (2 — 2)(2? + 2z + 4) and use the quadratic
formula to find zeros of the second term. Obtain z = 2,2 = —1 %+ iv/3 which
produce the same three solutions as using the first method.

(b) Determine the modulus to be r = /(—32)? = 32 and the argument to be 6§ = =
(since (—32,0) is on the negative side of the x-axis). So, —32 = 32¢™ and z;, =

5 une LSRN Clia JOLY) _
/3275 =2 s ‘fork=0,1,...,4. 0.6241.901 3n/5
k=0= 2zy=2e3" = 2(008% + 7sin %) ~ 1.62+1.18i
1.62 4 1.18i, /5
k=1= 2z =23 =2(cos 2T +isin )~ -
—0.62 + 1.904, 5
k=2= 2 =2e3"=2¢" =2(cosT +isinm) =
-2, on/5
k=3= 23 =25 =2(cos T +isinT) & 1.62-1.18i
—0.62 — 1.90, 0.62-1.901 5=

k=4= 2z =25 =2(cos 2 +isin ) ~ 1.62 — 1.18i.

(c) The modulus is r = /3% + (=3)2 = V18 or 3v/2, 6 = tan" (%) = tan~!(—1) =

=X, 80 z = /18e~™/* . The four roots are obtained as TY16/0 56+1.41i
28+1.41i
2k = {1/\/_1_86_77/4:%” = 181/867#68]6” 2
1.435¢ 5 " for k =0, 1,2,3. Thus, ,
2 & 1435 /1 = 1435(cos 4 TR
isin ;) =~ 1.435( 0.98 —10.195) = /16
1.41 —0.28: 1.41-0.28i
21~ 1435160 = 1.435(cos 2 +
isin ) ~ 1.435(0.195 + .98i) = 0.28 +
1.417 P
7 0.28 1.41|23]_/16
zp A 1.435e'°7/160 = 1.435(cos 227 + sin 237) = 1.435(—0.98 + 0.195i) = —1.41 +
0.28:
23 A 1.435e23m/160 = 1.435(cos 2T + isin 27) = 1.435(—0.195 — 0.98i) = —0.28 —
1.417
(5) (a)
c 2 1 iz —iz ? 2iz —2iz 1 2iz —2iz
sin“z=[—=(e®—e)) =—(e 24+ e =— (2 (¥ 4+ e)) =
2 — 4
1 1 .. , 1
— (1= 2(e* +e?*) ) = =(1 — cos(22))
(b) 2 2 2

1, . R . 1 ‘ ,
COSQZ — (_(ezz + e—zz)) — Z(6222 + 2 + 6—2zz) — 1(2 + esz + 6—212’) _

1

! (1 et >> — (0 + cos(22)
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