THE GRADED CLASSIFICATION CONJECTURE HOLDS FOR GRAPHS
WITH DISJOINT CYCLES

LIA VAS

ABSTRACT. The Graded Classification Conjecture (GCC) states that the pointed K§'-group is a
complete invariant of the Leavitt path algebras of finite graphs when these algebras are considered
with their natural grading by Z. The conjecture has previously been shown to hold in some rather
special cases. The main result of the paper shows that the GCC holds for a significantly more general
class of graphs — countable graphs with disjoint cycles, with only finitely many infinite emitters,
finitely many sinks and cycles and such that every infinite path ends in a cycle. In particular,
our result holds for finite graphs with disjoint cycles (the Toeplitz graph is such, for example). We
formulate and show the main result also for graph C*-algebras. As a consequence, the graded version
of the Isomorphism Conjecture holds for the class of graphs we consider.

Besides showing the conjecture for the class of graphs we consider, we realize the Grothendieck
Z-group isomorphism by a specific graded #-isomorphism. In particular, we introduce a series of
graph operations which preserve the graded x-isomorphism class of their algebras. After performing
these operations on a graph, we obtain well-behaved “representative” graphs, which we call canonical
forms. We consider an equivalence relation = on graphs such that £ =~ F holds when there is a
graph isomorphism between some of the canonical forms of EF and F. In the main result, we show
that the relation F ~ F is equivalent to the existence of an isomorphism f of the Grothendieck
Z-groups of the algebras of E and F' in the appropriate category. As F ~ F can be realized by
a finite series of specific graph operations, any such isomorphism f can be realized by an explicit
graded x-algebra isomorphism. Because of this, our main result describes the graded (*-)isomorphism
classes of the algebras of graphs we consider. Besides its possible relevance in symbolic dynamics,
such a description is relevant for the active program of classification of graph C*-algebras.

1. INTRODUCTION

If E' is a directed graph and K a field, the Leavitt path algebra Ly (FE) and its operator theory
counterpart, the graph C*-algebra C*(FE), are naturally graded by the group of integers Z. It is
often advantageous to consider the algebras with this grading. For example, it is easy to come up
with examples of graphs with isomorphic pointed Ky-groups of their Leavitt path algebras while
the algebras themselves are not isomorphic. No such examples are known if the algebras are con-
sidered with the grading and their Ky-groups are adjusted accordingly. The Graded Classification
Conjecture, formulated for finite graphs by Roozbeh Hazrat in [10], states that such examples do
not exist.

1.1. The conjecture and its state. In the unital case (when F has finitely many vertices), the
Z-grading of Lk (FE) induces an action of the infinite cyclic group I' = (t) = 7Z on the set of the
graded isomorphism classes of finitely generated graded projective Lx(FE)-modules. This action
makes the Grothendieck group, formed using the finitely generated graded projective modules and
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their graded isomorphism classes, into a pre-ordered I'-group. Although the notation K& (L (F))
has often been used for this group, we use K} (Lx(E)) in order to emphasize that the Grothendieck
group itself is not graded by I' but that I" acts on it. If Ly (FE) is unital, the graded isomorphism
class [Li(E)] is an order-unit of the group K} (Lx(E)). If Lx(FE) is not unital, K} (Lx(F)) can be
defined via a unitization of Ly (F) and a certain generating interval can be considered instead of
[Lx(E)] (see section 2.7 or [13] for more details). A widely accepted formulation (e.g. in [I] and
in [3]) of The Graded Classification Conjecture (GCC) states the equivalence of the two conditions
below for finite graphs F and F' and a field K.

(1) There is an order-preserving I'-group isomorphism of K} (Lx(E)) and K} (Lx(F)) which
maps the order-unit [Lx(E)] to the order-unit [Lg(F)].
(2*) The algebras Li(FE) and Lk (F') are graded isomorphic.

By allowing infinite emitters to be present and by considering the generating intervals instead of
the order-units, one can also formulate the GCC for the non-row-finite and the non-unital cases and
thus extend its scope to all graphs. This generalized version, which we also refer to as the GCC, is
stating the equivalence of conditions (1) and (2) below. Any involution on K equips Lg(E) with
an involution and we also consider the equivalence of condition (3) with (1) and (2).

(1) There is an order-preserving I'-group isomorphism of K} (Lx(FE)) and K{ (Lxk(F)) which
maps the generating interval Dy, () onto the generating interval Dy, ().

(2) The algebras Ly (FE) and Lg(F) are graded isomorphic.

(3) The algebras Li(E) and Lg(F') are graded *-isomorphic.

In [10], the GCC is shown to hold for polycephalic graphs. These are finite graphs in which
every vertex connects to a sink, a cycle without exits, or to a vertex emitting no other edges but
finitely many loops and the graph is such that when these loops as well as an edge of each cycle
with no exits are removed, the resulting graph is a finite acyclic graph. In [3], a weaker version of
the GCC is shown to hold for finite graphs without sources or sinks. In [13], the GCC, generalized
to include the non-unital case, is shown to hold for countable graphs in which no cycle has an exit
and in which every infinite path ends in a (finite or infinite) sink or in a cycle if the involution on
the underlying field is reasonably well-behaved (as the complex-conjugation on C is). By [9], the
GCC holds for countable graphs for which whenever there is an edge from a vertex v to a vertex w,
there are infinitely many edges from v to w.

The strong version of this conjecture states that the functor K} is full and faithful when con-
sidered on the category of Leavitt path algebras of finite graphs and their graded homomorphisms
modulo conjugations by invertible elements of the zero components. Recently and almost simulta-
neously, in [5] and in [22], it was shown that the functor K} is full, in [22] for countable graphs
with finitely many vertices and, in [] for finite graphs. In [3], it is shown that K| is not faithful.

We note that [0] contains a survey of the present state of the GCC. In recent work [7], the
term “Graded Classification Conjecture” is defined differently, as a statement that condition (1)
without the condition on the generating intervals is equivalent to the condition that the Leavitt path
algebras are graded Morita equivalent. In our present work, we use the term GCC to refer only to
its original form.

1.2. The composition S-NE graphs. Composition series of graphs were introduced in [23]. Since
this concept is pivotal for our approach to the proof, we review it in section 2, together with some
material on porcupine-quotients, the graph I'-monoid and some other results of [23]. We recall that
each graded ideal of Ly (FE) uniquely corresponds to a pair (H,.S) of two subsets of the set of vertices
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E° of a graph E called an admissible pair. The admissible pairs can be ordered in such a way that
the lattice of graded ideals is isomorphic to the lattice of admissible pairs. The porcupine-quotient
graph (G,T)/(H,S) of two such pairs (H,S) < (G, T), also introduced in [23], has its Leavitt path
algebra graded x-isomorphic to the quotient I(G,T)/I(H,S) of the two corresponding ideals. This
correspondence enables us to transfer the consideration of a graded composition series of Lg(E) to
the consideration of a composition series of E. In particular, E has a composition series of length
n if there is a finite chain of admissible pairs

(0,0) = (Ho, So) < (Hy1, 1) < ... < (Hy, Sn) = (E°,0)

such that the porcupine-quotient graph (H;i1,S;+1)/(H;,S;) is cofinal for all ¢ = 0,...,n — 1
(cofinality of a graph corresponds to graded simplicity of its Leavitt path algebra, see section 2.2
for a review of this concept).

By [23, Theorem 5.7] (stated here as Theorem 2.3), a cofinal graph has exactly one of four types
of certain terminal vertices. Only two of the four types are relevant in this paper: a sink or the set of
vertices on a cycle without exits. If only those two types appear for every cofinal porcupine-quotient
of E, we say that F is an S-NE graph. Here S is used for “sinks” and NE for “no-exits”. If E is
an S-NE graph and it has a composition series, we say that E is a composition S-NE graph. If the
composition length of such E is n, E is an n-S-NE graph (Definition 3.1).

If F is a composition S-NE graph, each of its (finitely many) infinite emitters is a sink of exactly
one composition factor. Each of the (disjoint and finite in number) cycles of E is a cycle without exits
of exactly one composition factor. Our choice to work with composition S-NE graphs with possibly
infinitely many vertices is not a vacuous exercise in generalization, but an absolute necessity: a
porcupine graph of a graph with finitely many vertices can have infinitely many vertices as the
example of the Toeplitz graph in section 1.4 illustrates.

1.3. 1-S-NE graphs. To prove our main result, Theorem 5.3, we start by considering 1-S-NE
graphs (i.e., cofinal graphs with either a sink or a cycle without exits) in section 3. It is known
that the GCC holds for such finite graphs ([10, Theorem 4.8]) and such general graphs under some
assumption on K ( [13, Theorem 5.5]). We show that GCC holds for all 1-S-NE graphs in Proposition
3.4. We introduce a canonical form of a 1-S-NE graph (unique up to a graph isomorphism) and
show that the conditions from the GCC are equivalent to the canonical forms of the graphs being
isomorphic (as graphs). In graphical representations of canonical forms of 1-S-NE graphs below, we
abbreviate the graphs as follows: if v receives k edges originating at sources, no matter whether &
is a finite or an infinite cardinal, we depict this as e _® oV

The first graph below is a canonical form of a 1-S-NE graph with a sink. Its algebra is graded
isomorphic to M (1, 1, fi2, - - ., g ), where k can be finite or infinite cardinal and & is the (cardinal)
sum 1 + Zle 1i. The second graph below is a canonical form of a 1-S-NE graph with a cycle of
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length m. Its algebra is graded isomorphic to M [™, ™| (1o, ft1, - - - , ftm—1), Where K = > 7" ;.

— (no—1)

(n1—1)
° ° o—'o

° °

N

W‘”T (“3—1)T (uz—l)] (m—l)T ( :
L ] (p2—1) .

[ J [ ] o—o

Vo




4 LIA VAS

We refer to the horizontal line of length k& in the first graph as the spine of the graph and to the
edges not on the spine which end in the spine as the tails. In the second graph, we also refer to the
edges ending in the cycle but not on the cycle as the tails.

1.4. 2-S-NE graphs. The work on the 2-S-NE graphs in section 4 contains crucial arguments for
the general case. We introduce canonical graphs (Definition 4.10) of 2-S-NE graphs and we develop
graph operations needed to transform a given 2-S-NE graph into its canonical form. For example,
if F is the Toeplitz graph ( e —— " | then it is a 2-S-NE graph since its composition series is
(0,0) < ({w},0) < (E°,0). The composition factors are the porcupine graph Py, listed first, and
the quotient E/{w} listed second below.

........... > @ ° ® v ( o’

It turns out that the Toeplitz graph E is its own canonical form and that it is a canonical form of
any of the graphs below.

C.—>.—>. C. . . .

The order-unit is not available to us for graphs with infinitely many vertices. So, for such graphs,
we use cardinality arguments instead of considering the order units — we count the tails. The next
example illustrates how this is achieved in a simple case.

Let E1, Es, E3, and E4 be the four graphs below.

[ ] [ [ [ ] e —>0 [ ] [ ]

Y R ¢ 7 R I VB DN

[ ] [ ] e —>0 e —>0 e —>0
~

By Definition 4.10, F; and E, are canonical and the two graphs below, Ej and Ej}, are canonical
forms of F5 and Fj.

[ ] o <——©0 [ J [ ]

0 )

[ ] [ ] O —> 0 <— 0

If the types of exits from cycles differ (like, for example, they do for E; and E,), we show that
there is no isomorphism (in the appropriate category) of the I'-groups of the graphs. If the types
of exits are the same but the number of tails is different (like, for example, it is the case for F; and
EY), we also we eliminate the possibility that the I-groups are isomorphic. Thus, the four graphs
have I'-groups in different isomorphism classes and, consequently, their algebras are in different
graded *-isomorphism classes.

A canonical form is obtained by a series of graph operations we introduce. Some of these
operations are out-splits and out-amalgamations and, as such, are the “graph moves” of symbolic
dynamics. However, some of the operations we consider are not any of the previously considered
graph moves. Each of the operations ¢ : E — F' we consider is defined on the set of vertices and
edges of E and its values are elements of Ly (F') which satisfy the axioms (V) and (E1) of the Leavitt
path algebra axioms (we review them in section 2.3). The map ¢ is such that ¢(v) # 0 for v € E°,
such that ¢(v) is a homogeneous element of degree zero, and such that ¢(e) is a homogeneous
element of degree one for e € E'. The map ¢ is also such that if the values on the ghost edges
are defined by ¢(e*) = ¢(e)* for e € E', then ¢ is such that (E2), (CK1), and (CK2) hold. By
the Universal Property of Leavitt path algebras, ¢ extends to a homomorphism which we typically
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continue to call ¢. The property ¢(e*) = ¢(e)* ensures that the extension is a x-homomorphism.
The extension is a graded homomorphism by the requirement on the degrees of ¢(v) and ¢(e) for
v € E” and e € E! and it is injective by the Graded Uniqueness Theorem. For every such map ¢
we consider, we check that there is an operation ¢ : F' — E having analogous properties as ¢ and
such that ¢ and ¥ compose to the identity maps on the sets of vertices and edges. This requirement
implies that the extension of ¢ is a graded x-algebra isomorphism. In particular, the process of
obtaining a canonical form of a graph yields a specific graded *x-isomorphism of algebras of £ and
its canonical form.

We also introduce an equivalence relation ~ on n-S-NE graphs so that E' &~ F holds if there are
canonical forms of F and F' which are isomorphic. In the main result on countable 2-S-NE graphs,
Theorem 4.13, we show that the relation

(4) ExF.

holds exactly when conditions (1) to (3) hold. In addition, if f : K (F) — K{(F) is an isomor-
phism from condition (1), we realize f by a specific graded *-algebra isomorphism obtained from a
graph operation on two isomorphic canonical forms of £ and F. By ‘“realize f”, we mean that we
exhibit a graph operation which extends to a graded *-isomorphism ¢ of the two algebras such that
K} (¢) = f. Since every canonical form is obtained by a finite series of specific graph operations,
any isomorphism of two I'-groups of any two graphs, not necessarily canonical, is realizable. We
generalize this result to countable n-S-NE graphs. Thus, canonical forms can be used to explicitly
describe the graded (x-)isomorphism class of Leavitt path and graph C*-algebras.

1.5. The main result and its corollaries. In section 5.2, we introduce the graph operations on
n-S-NE graphs and define canonical forms of such graphs. We show that suitably selected out-splits
transform an n-S-NE graph to a graph without breaking vertices and with hereditary and saturated
sets H;,j=1,...,nsuch that ) C H; C Hy C ... C H, is a composition series of E.

We can use induction and assume that a canonical form of the quotient E/H; is defined and
then consider only the Hj;-to-H; paths. In addition, by the n = 2 case, we can transform the Hs-
to-H; part to its canonical form without impacting the quotient £/H;, only possibly impacting the
Hj-to-H, paths for j > 2. Then, we move on to consider the Hs-to-H; paths and the 3-S-NE graph
Py, and continue the process of making H;-to-H; part canonical for j = 2,3,...,n. Eventually,
we arrive to a canonical form of E. The main result of the paper, Theorem 5.3, states that the
conditions (1) to (4) are equivalent for countable composition S-NE graphs.

A direct corollary of Theorem 5.3 is that the GCC holds for countable graphs with finitely many
vertices and disjoint cycles (Corollary 5.4). In Corollary 5.5, we establish the graph C*-algebra
version of our main result: there is a gauge-invariant isomorphism of the graph C*-algebras of two
countable composition S-NE graphs if and only if the K} -groups of the two C*-algebras, considered
with their generating intervals, are isomorphic. This implies that the graded version of the Strong
Isomorphism Conjecture holds for the class of graphs we consider. The Isomorphism Conjecture,
posed in [2], states that two Leavitt path algebras over C are isomorphic as algebras precisely when
they are isomorphic as *x-algebras, which is known as the Isomorphism Conjecture, and that any
such algebras are isomorphic as rings precisely when they are isomorphic as x-algebras, which is
known as the Strong Isomorphism Conjecture. By [2, Propositions 7.4 and 8.5], the latter conjecture
holds for Leavitt path algebras of countable acyclic graphs as well as row-finite cofinal graphs with
a cluster of extreme cycles. By [3, Theorem 14.7], the Strong Isomorphism Conjecture holds for all
graphs with finitely many vertices. The graded versions of these conjectures have every instance of
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“isomorphism” replaced by “graded isomorphism”. Corollary 5.6 states that the following conditions
are equivalent with conditions (1) to (4) above.

(5) The algebras Lk (E) and Lk (F) are graded isomorphic as rings.
(6) The algebras Lk (FE) and Lk (F) are graded isomorphic as -rings.
(7) The algebras C*(F) and C*(F') are graded isomorphic.

The equivalence of conditions (2) to (4) indicates that Theorem 5.3 does more than prove the
GCC for the class of graphs we consider — it describes the graded isomorphism class (and graded
«-isomorphism class) of the algebra (Leavitt path as well as graph C*). This is relevant for an
ongoing initiative to classify all graph C*-algebra (the introduction to [%] contains a comprehensive
overview of such initiative and some important results towards obtaining a complete classification).

We briefly reflect on possible future directions. The methods of our proof indicate that the GCC
should generally be considered along with a condition on graphs and that using the length of a
composition series for induction is promising.

Every graph with finitely many vertices has a composition series where each composition factor
has either a sink, a cycle without exits, or a cluster of extreme cycles. When considering composition
graphs whose factors may have any of these three types of terminal elements, some of the methods of
our proof may still be applicable. The remaining roadblock to proving the GCC for all graphs with
finitely many vertices seems to be proving it for cofinal graphs with extreme cycles. If this turns
out to be possible, some of our arguments on the length of a composition series could be applicable
to establishing the equivalence of conditions (1) to (7) for graphs with finitely many vertices.

2. PREREQUISITES

In the rest of the paper, we use Z* to denote the set of nonnegative integers and w for the same
set but when considered as the countably infinite cardinal (the smallest infinite ordinal). When
considering n € w as a finite cardinal, it is equal to the set containing all of the finite cardinals
smaller than it, so n = {0,1,...,n — 1}. Writing ¢ € n means that i is an element of the set
{0,1,...,n — 1}. When working with cardinals, we assume the usual cardinal arithmetic laws. We
also let +,, denote the addition modulo n (i.e. the addition in Z/nZ).

We let I" = (t) be the infinite cyclic group generated by ¢ and K be a field trivially graded by Z.

While the sets of vertices and edges of graphs in section 3 have arbitrary cardinalities, all graphs
in subsequent sections have countably many vertices and edges.

2.1. Graded rings. A ring R (not necessarily unital) is graded by a group I' if R = @Ver R, for
additive subgroups R, and if R,Rs C R,; for all 7,0 € I'. The elements of the set U'yEF R, are
said to be homogeneous. A left ideal I of a graded ring R is graded if I = @wer I'NR,. Graded
right ideals and graded ideals are defined similarly. A graded ring is graded simple if there are no
nontrivial and proper two-sided graded ideals (note that we do not require it to be graded Artinian).

A ring R is an involutive ring, or a *-ring, if there is an anti-automorphism % : R — R of order
two. If R is also a K-algebra for some commutative *-ring K, then R is a x-algebra if (kz)* = k*z*
for all k € K and x € R. If R is a I'-graded ring with involution, it is a graded *-ring if %, C R,-1.

We use the standard definitions of graded right and left R-modules, graded module homomor-

phisms and we use =,, for a graded module or a graded ring isomorphism. If M is a graded right
R-module and v € T', the v-shifted graded right R-module (y)M is defined as the module M with
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the I'-grading given by (y)Ms = M,s for all § € I'. If N is a graded left module, the y-shift of N is
the graded module N with the I'-grading given by M (v)s = M, for all § € I'.

Any finitely generated graded free right R-module has the form ()R @ ... @ (v,)R and any
finitely generated graded free left R-module has the form R(y;) & ... ® R(~,) for v1,...,7, € T
([11, Section 1.2.4] contains more details). A finitely generated graded projective module is a direct
summand of a finitely generated graded free module.

The presence of the shifts v1, ..., 7, in the above form of a finitely generated graded free module
explains the presence of vq,...,7, € I' in the graded matrix ring over a graded ring R. In [I1],
M, (R)(7, - - -,7n) denotes the ring of matrices M, (R) with the I'-grading given by

(rij) € Mp(R) (71, -+, )5 if 145 € R -1 forij=1,...n

The definition of M,(R)(71,...,7,) in [15] is different: M, (R)(y1,...,7,) in [15] corresponds to
M, (R)(7; Y, ..., v in [11]. More details on the relations between the two definitions can be found
in [19, Section 1]. Although the definition from [15] has been in circulation longer, some matricial
representations of Leavitt path algebras involve positive integers instead of negative integers making
the definition from [!1] more convenient for us. Since we deal almost extensively with Leavitt path
algebras, we opt to use the definition from [11]. With this definition, if F' is the graded free right
module (77 R @ -+ @ (7, 1) R, then Hompg(F, F) 2, M, (R)(71,---,7,) as graded rings.

We also recall [15, Remark 2.10.6] stating the first two parts in Lemma 2.1 and [l |, Theorem
1.3.3] stating part (3) for I' abelian. Although we use the lemma below only in the case I' = Z, we
note that it generalizes to arbitrary I'. The part on the isomorphism being *-isomorphisms follows
by [13, Proposition 1.3].

Lemma 2.1. [15, Remark 2.10.6], [1 |, Proposition 1.4.4, Theorems 1.3.3 and 1.4.5], [13, Proposition
1.3]. Let R be a I'-graded *-ring, v1,...,7, € I', and let e;; denote the standard matriz unit for

i,je{l,....,n}.
(1) If © a permutation of the set {1,...,n}, the K-linear extension of the map e;j — €x-13)r—1(;)
18 a graded x-isomorphism
Mn(R)('Vla Y25 - 7'771) Zer Mn(R) (77r(1)’ Vr(2) - - - u'VTr(n)>‘
(2) If 6 in the center of T', then e;j, which is in the ’yi’yj’l—component, can be considered as
an element of the v;0(v;0) " -component, so the identity becomes a graded *-isomorphism

MH(R)<71> Y25 - af)/n) = Mn(R)(7167 ’7267 s 7’7716)'
(3) If 6; € T is such that there is an invertible element as, in Rs, for i = 1,...,n, then the
K-linear extension ¢ of the map e;; — agila(;j eij 15 a graded isomorphism

ML, (R) (71,72, - -+ M) Zgr M (R)(7101,7202 - - -, Ynbn).-
If the elements as, can be found so that agil = a3, then ¢ is a graded x-isomorphism.

If T is abelian and R and S are I'-graded division rings, then

M”(Rxf}/h Y25 7771) ggr Mm(s)((sh 627 B 7(5m)
implies that R =, S, that m = n, and that the list (01,02,...,0,) is obtained from the list
(71,725 - - -y n) by applying finitely many operations of the lists as in parts (1) to (3).

We are going to be interested exclusively in the case when I' = Z and the matrices are formed
over either a field K graded trivially by Z or the ring K[z™, z~™] of Laurent polynomials Z-graded
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by K[z™ ™™ = K™ and K[z™,x™™], = 0 if m does not divide n. Note that K[z™ z7™],
graded as above, is a graded field.

It turns out that dealing with graphs having infinitely many paths ending in a sink or a cycle
requires us to generalize previously noted results to matrices of arbitrary size. Let I' be any group,
K be a I'-graded division ring, and let x be an infinite cardinal. We let M, (K') denote the ring of
infinite matrices over K, having rows and columns indexed by k, with only finitely many nonzero
entries. If 7 is any function k — I', we let M, (K)(%) denote the I'-graded ring M, (K) with the
d-component consisting of the matrices (aqs), o, 8 € &, such that ans € Kza)-155(5). If K is a
graded *-ring, M, (K)(7) is a graded #-ring with the x-transpose involution.

The first part of Lemma 2.1 has been generalized in 13, Proposition 4.12] as the lemma below.

Lemma 2.2. [13, Proposition 4.12] Let T' be an abelian group, R be a T'-graded x-ring, k a cardinal,
v €I, and enp denotes the standard matriz units for o, B € K.

(1) If wis a bijection k — Kk and ym denotes the composition of 7 and 7, then the R-linear extension
of the map eqp — er-1(a)r-1(p) @5 a graded x-isomorphism M, (R)(¥) =g M. (R) ().

(2) If 6 is in the center of I' and 7§ denotes the map (70)(a) = F(«)d, then eqp, which is in the
F()¥(B) "t -component, can be considered as an element of the ¥(a)d(7(B)d) ' -component, so
the identity becomes a graded isomorphism M, (R)(¥) =g M. (R)(F9).

(3) If § : k — T is such that the component R, contains an invertible element aq for every
a € K, then the R-linear extension of the map e.p — a, ageqs is a graded isomorphism ¢ :
M, (R)(F) g M (R)(F0). If the elements a, are unitary (i.e. ay' = ai,), then ¢ is a graded
x-15s0morphism.

2.2. Graphs and properties of vertex sets. If E is a directed graph, we let E° denote the set
of vertices, E' denote the set of edges, and s and r denote the source and the range maps of E. If

k is any cardinal, we use o’ —— o to depict that v emits x edges to w. If V' C E°, a subgraph
generated by V' is the graph with V' as its vertex set and with its edge set consisting of the edges of
FE which have both their source and their range in V. The graphs F and F' are isomorphic, written
as B = F, if there is a bijection f of their vertices such that there is an edge from v to w if and
only if there is an edge from f(v) to f(w) for all v,w € E°.

A sink of F is a vertex which emits no edges and an infinite emitter is a vertex which emits
infinitely many edges. A vertex of E is reqular if it is neither a sink nor an infinite emitter. A graph
E' is row-finite if it has no infinite emitters and E is finite if it has finitely many vertices and edges.

A path is a single vertex or a sequence of edges ejes ... e, for some positive integer n such that
r(e;) =s(ejr1) fori =1,...,n — 1. The length |p| of a path p is zero if p is a vertex and it is n if p
is a sequence of n edges. The set of vertices on a path p is denoted by p°.

The functions s and r extend to paths naturally. A path p is closed if s(p) = r(p). A cycle is
a closed path such that different edges in the path have different sources. A cycle has an ezit if a
vertex on the cycle emits an edge which is not an edge of the cycle. A cycle c¢ is extreme if ¢ has
exits and for every path p with s(p) € °, there is a path ¢ such that r(p) = s(q) and r(q) € . Two
cycles ¢ and d of any graph are disjoint if c° N d° = 0.

If Fis e @ e it is not uncommon to hear a reference to the “single cycle” of E. However,
E has two cycles: ef and fe. In our work, if ¢ = eg...e,_1 is a cycle of length n, we use [¢] for
the set of n elements ¢; = e;e;4,1...¢€;_,1 for i =0,...,n — 1. The relation ¢ ~ d if [c] = [d] is an
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equivalence relation of the set of all cycles of a graph. Thus, while a cycle in the above graph with
two vertices is not unique, there is a unique equivalence class of the relation ~ on this graph.

If u,v € E° are such that there is a path p with s(p) = u and r(p) = v, we write u > v. For
V C E° theset T(V) ={u € E° | v > u for some v € V} is called the tree of V, and, following [21],
we use R(V) to denote the set {u € E° | u > v for some v € V} called the root of V. If V = {v},
we use T'(v) for T({v}) and R(v) for R({v}).

An infinite path is a sequence of edges ejes ... such that r(e,) = s(e,q1) for n = 1,2.... Just
as for finite paths, we use p® for the set of vertices of an infinite path p. In [23, Definition 5.3], an
infinite path p of a graph E is said to be terminal if no element of T'(p°) is an infinite emitter or
on a cycle and if every infinite path ¢ originating at a vertex of p is such that T'(¢") C R(¢"). Note
that the property T'(p") C R(p°) is shared for any path (finite or infinite) which contains a vertex
which is on an extreme cycle, or on a cycle without exits or which is a sink and the relevance of
these types of vertices is evident from [23, Theorem 5.7] which we review in Theorem 2.3. A vertex
is terminal if it is a sink, on a cycle without exits, on an extreme cycle or on a terminal path.

Let E=* be the set of infinite paths or finite paths ending in a sink or an infinite emitter. A
vertex v is cofinal if for each p € E=* there is w € p° such that v > w and E is cofinal if each vertex
is cofinal. This property matches the existence of a unique equivalence class of terminal vertices
such that w ~ v if and only if v and w are on the elements of E<> which have the same root (see
[23] for more details). In [23], this equivalence class of terminal vertices is called a terminal cluster,
or a cluster for short. For example, the cluster of a sink v is {v}, the cluster of a cycle ¢ without
exists is ¢, and the cluster of a vertex on an extreme cycle c is T'(°).

A subset H of E is said to be hereditary if T(H) C H. The set H is saturated if v € H for
any regular vertex v such that r(s™'(v)) C H. For every V C EY, the intersection of all saturated
sets of vertices which contain V' is the smallest saturated set which contains V. This set is the
saturated closure of V. The saturated closure V of T'(V) is both hereditary and saturated and it is
the smallest hereditary and saturated set which contains V.

2.3. Leavitt path algebras. If K is a field, the Leavitt path algebra Li(FE) of E over K is a free
K-algebra generated by the set E° U E* U {e* | e € E'} such that
(V) vw =0 if v # w and vv = v, (E1) s(e)e = er(e) = e,
(E2) r(e)e* = e*s(e) = e, (CK1) e*f =0if e # f and e*e =r(e),
(CK2) v =} 41, €€" for each regular vertex v

hold for for v,w € E® and e, f € E'. Let v* = v forv € E® and p* =€}, ...e} forapathp =e¢; ...¢e,.
The set of elements pg* where p and ¢ are paths of E with r(p) = r(q) generates L (E) as a K-
algebra and (3.0, kipiq})" = Y i, kfqip;, where k; — k¥ is any involution on K, is an involution
of Lg(F). In addition, Li(F) is graded locally unital (with the finite sums of vertices as the local
units, the elements u such that for every finite set of elements F', zu = ux = x for every x € F).

The algebra Lk (E) is unital if and only if E is finite in which case Y, _zo v is the identity.

If we consider K to be trivially graded by Z, Lk (FE) is naturally graded by Z so that the n-
component Lk (FE), is the K-linear span of the elements pg* for paths p, ¢ with |p| — |¢| = n. This
grading and the involutive structure make Ly (FE) into a graded *-algebra.

If R is a K-algebra which contains elements p, for v € E°, and z, and y, for e € E' such that the
five axioms hold for these elements, the Universal Property of Lx(FE) states that there is a unique
algebra homomorphism ¢ : Li(F) — R such that ¢(v) = p,, ¢(e) = z., and ¢(e*) = y. (see [,
Remark 1.2.5]). If R is Z-graded and p, € Ry forv € E°, z. € Ry and y. € R_; for e € E', then ¢ is
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graded. By the Graded Uniqueness Theorem ([!, Theorem 2.2.15]), such graded map ¢ is injective
if p, # 0 for v € E°. If R is involutive and ¢ is such that y. = z?, then ¢ is a *-homomorphism
(i.e., p(x*) = ¢p(x)* for every x € Lg(F)).

We recall [23, Theorem 5.7] characterizing graded simplicity of Lk (FE) in terms of the existence
of exactly one type of four types of terminal vertices.

Theorem 2.3. [23, Theorem 5.7] Let E be a graph and K be a field. The following conditions are
equivalent.

(1) L (FE) is graded simple (equivalently, E is cofinal).
(2) The set of terminal vertices is nonempty and it consists of a single cluster C' such that E° is
the (hereditary and) saturated closure of C.
(3) Ezactly one of the following holds.
(a) The set E° is the (hereditary and) saturated closure of a sink. In this case, E is row-finite
and acyclic and E° = R(v) for a sink v.
(b) The set E° is the (hereditary and) saturated closure of &® for a cycle ¢ without exits. In this
case, E is row-finite, E° = R(°), and c is the only cycle in E.
(c) The set E° is the hereditary and saturated closure of c® for an extreme cycle c. In this case,
every cycle of E is extreme, every infinite emitter is on a cycle, and E° = R(c°).
(d) The set E° is the hereditary and saturated closure of a° for a terminal path «. In this case,
E is acyclic and row-finite and E° = R(a?).

2.4. Porcupine-quotient graphs. If H is hereditary and saturated, a breaking vertex of H is an
element of the set

By = {v € E° — H|v is an infinite emitter and 0 < [s~'(v) Nr~H(E° — H)| < w}.
For each v € By, let v stands for v — >~ ee* where the sum is taken over e € s™*(v)Nr~1(E° — H).
An admissible pair is a pair (H,S) where H C EY is hereditary and saturated and S C By.
For an admissible pair (H,S), the ideal I(H,S) generated by H U {vf |v € S} is graded since it
is generated by homogeneous elements. It is the K-linear span of the elements pg* for paths p,q
with r(p) = r(¢) € H and the elements pv™¢* for paths p,q with r(p) = r(q) = v € S (see [17,
Lemma 5.6]). Conversely, for a graded ideal I, H = I N E° is hereditary and saturated and for

S={veBy|vlel}, I=1I(H,S) ([I7, Theorem 5.7], also [I, Theorem 2.5.8]). If S = 0, we
shorten (H,() to H and I(H,{) to I(H).

The set of admissible pairs is a lattice with respect to the relation
(H,S)<(G,T) it HCKand SCGUT
(see [1, Proposition 2.5.6] for the meet and the join of this lattice). The correspondence (H,S) —
I(H,S) is a lattice isomorphism of this lattice and the lattice of graded ideals.

An admissible pair (H,S) gives rise to the quotient graph E/(H,S) and to the porcupine graph
Piu,s) so that the algebras Ly (FE)/I(H,S) and Lg(E/(H,S)) are graded isomorphic and that
the algebras Ly (Piu,s)) and I(H,S) are also graded isomorphic (by [17, Theorem 5.7] and [20,
Theorem 3.3]). Recently, the two constructions have been generalized by a single construction and
the porcupine-quotient graph corresponding to the quotient of one admissible pair with respect to
another admissible pair was introduced in [23]. Below are the relevant definitions.

If H C G are two sets of vertices of E, let
B% = {v € E° — H | v is an infinite emitter and 0 < [s7*(v) N~ (G — H)| < w}.
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If (H,S) and (G, T) are two admissible pairs of a graph F such that (H,S) < (G,T), we let

Fi(G—H,T—S5)={eies...e,isapathof F|r(e,) € G— H,s(e,) ¢ (G—H)U(T —95)} and
F(G—H,T—S)={pisapathof E|r(p) e T — S,|p| > 0}.

The porcupine-quotient graph (G,T)/(H,S) is defined by letting the set of its vertices be
(G-—H)U(T-S)U{uw’ |pe€ F(G—H,T-S)UF,(G—-H,T-S)}u{v|ve (GuT)-S)NnBY}
and the set of its edges be

{e € E' | r(e) € G — H and either s(e) € G — H or s(e) € T — S}U

{fPlpe F(G—HT—-S)UF(G—-HT-S)}u{d|r()ec(GUT)-S)nBS}.

The source and range of an edge of (G,T)/(H,S) which is also in E'! are the same as in E.

Ifee BE'N(F(G—H,T—-S)UF(G—-H,T-25)), we let s(f¢) = w® and r(f¢) = r(e). If p = eq
where e € F', g € F1{(G—H,T—S)UFy,(G—H,T—5), and |q| > 0, let s(f?) = w? and r(f?) = w?.

If r(e) € (GUT)—8)N B, we let r(¢/) = r(e). If r(e) € (G — S) N BY and if s(e) €
(G—-H)U(T —295), we let s(¢) =s(e). If s(e) ¢ (G— H)U (T —S), then either s(e) ¢ GUT or
s(e) € SNT. In either case, e € F{(G — H,T — S) and we let s(¢/) = w®. If r(e) € (T — S) N BG,
then e € F3o(G — H, T — S) and we let s(e') = w*.

If S=T=0, we write (G,0)/(H,0) shorter as G/H.

If (G,T) = (E° (), the porcupine-quotient graph is exactly the quotient graph E/(H,S). If
(H,S) = (0,0), the porcupine-quotient graph is exactly the porcupine graph P r).

By [23, Theorem 3.6], the Leavitt path algebra of a porcupine-quotient (G,T)/(H,S) is graded
isomorphic to the quotient I(G,T)/I(H,S) of two corresponding graded ideals.

2.5. The maximal and the total out-splits. If F is a graph and v a vertex which emits edges,
let &,...&, be a partition P of s7!(v). We review the definition of the out-split graph E,p ([1,
Definition 6.3.23]). If s7!(v) = & U...UE,, the sets of vertices and edges of F, p are

ES:EO_{U}U{Ula"'7vn}7 Eiz{fh,,,,fn|f€E1,I'<f):’U}U{f€E1|I'(f)7é?}},

the range of f; in E, p is v; and the range of f in E, p is r(f), the source of g € E&P is

v ifg=f;€& (sos(f)=r(f)=v)
v, ifg=fe& (sos(f)=wvandr(f)#v)
s(f)if g = f; and s(f) # v (sor(f) =)
S(f)if g = f and s(f) # v (so x(f) # v).

The map on the vertices and edges of E given by ¢(v) = > 7", v, d(w) = w for w € E° — {v},
O(f)=>1, fiifr(f) =vand ¢(f) = f otherwise, extends to a graded x-monomorphism L (E) —
L (E,p). This map is a graded *-isomorphism if v is regular or if it is an infinite emitter with all but
one set &, ... &, finite. In this last case, and if &, is the infinite set, the inverse of ¢ can be defined
on the vertices and edges by ¥(v;) = > o ee* fori=1,....n -1 ¢(v,) = v — St D ece, €€5,
P(w) = w for w € E° — {vy,...,v,}, and ¥(f) = fo(r(f)). If v is an infinite emitter and more
than one partition set is infinite, ¢ may not be onto. For example, the first graph below has a
composition series length 3 (see section 2.9). The second graph is an out-split of the first with
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respect to the two-element partition consisting of the sets of all edges with equal range. It has a
composition series of length 4, so the algebras of the two graphs are not graded isomorphic.

e\ P

) vy T
O<—0 ——>0 oe<—0 [ ] —> 0

All out-splits we consider are with respect to either a partition of the set of edges emitted from
a regular vertex or the set of edges emitted from an infinite emitter such that only one partition set
is infinite. The operation of taking the out-amalgamation of a graph with respect to some v and P
is inverse to the operation of taking the out-split. So, the graph E is the out-amalgamation of E, p.

We often deal with the case when v is regular and &; is a single element set for i = 1,...,|s7(v)].
We call the out-split graph with respect to this partition the maximal out-split with respect to v.
If V C E° is a set of regular vertices, the graph obtained by performing the maximal out-splits
with respect to every v € V' is said to be the maximal out-split with respect to V and the term the
maximal out-split is used in the case when V is the set of all regular vertices. We are interested
in the case when V is the set of all regular vertices not on any cycle. We say that the maximal
out-split with respect to this set is the total out-split of £ and denote it by Fiy. So, Fiot is a graph
in which every regular vertex which is not in a cycle emits exactly one edge.

2.6. Pre-order monoids and their order-ideals. If G is an abelian group with a left action of a
group I' compatible with the group operation, then G is a I'-group. If M is an abelian monoid with
a left action of a group I' compatible with the monoid operation, then M is a I'-monoid. Let > be
a reflexive and transitive relation (a pre-order) on a I-monoid M (I-group G) such that g; > ¢
implies g1 +h > go+h and vg; > g, for all g1, g2, hin M (in G) and y € T'. We say that such monoid
M is a pre-ordered I'-monoid and that such a group G is a pre-ordered I'-group. Let POM denote
the category whose objects are pre-ordered I'-monoids and whose morphisms are order-preserving
[-monoid homomorphisms and POG denote the category whose objects are pre-ordered I'-groups
and whose morphisms are order-preserving I'-group homomorphisms (Z[I']-homomorphisms).

If G is a pre-ordered I'-group, G = {x € G | * > 0} is a pre-ordered I-monoid. If a I'-group
homomorphism f : G — H is order-preserving, then f(G") C H*. Conversely, if M is a cancellative
pre-ordered I'-monoid, then its Grothendieck group is a pre-ordered I'-group such that GT = M
and if f : M — N is an order-preserving I'-monoid homomorphism of cancellative pre-ordered
[-monoids, then f induces an order-preserving homomorphism of the Grothendieck groups of M
and N. The objects of POM we consider are cancellative, so the formulation of our main result in
terms of the elements of POM is equivalent to the formulation in terms of the elements of POG.

If Z* denotes set of nonnegative integers, the set of finite sums of the Z*-multiples of the elements
of I is a pre-ordered I'-monoid which we denote by Z*[I']. An element u of a pre-ordered T'-monoid
M is an order-unit if for any x € M, there is a nonzero a € Z*[['] such that z < au. If M and N
are pre-ordered I-monoids with order-units u and v respectively, we refer to the pairs (M, ) and
(N,v) as the pointed monoids. An order-preserving Z[I']-module homomorphism f : M — N is a
homomorphism of pointed monoids if f(u) = v. Let POM" denote the category whose objects are
pointed monoids and whose morphisms are homomorphisms of pointed monoids.

An element u of a pre-ordered I'-group G is an order-unit if u € G* and for any x € G, there is a
nonzero a € Z*[I'] such that = < au. Let POG" denote the category whose objects are pairs (G, u)
where GG is an object of POG and u is an order-unit of G and whose morphisms are morphisms
of POG which are order-unit-preserving. If G is an upwards directed pre-ordered I'-group, then
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u is an order-unit of G if and only if u is an order-unit of G*. Since all the objects of POG we
consider are going to be upwards directed, the formulation of our main result in terms of objects
and morphisms of POM" is equivalent to the formulation in terms of their counterparts in POG".

A submonoid [ of a pre-ordered monoid M is an order-ideal of M if x +vy € I implies x € [
and y € I (equivalently z > y and = € [ implies y € I). A T'-submonoid I of a pre-ordered
[-monoid M which is an order-ideal is a I'-order-ideal. If M is a pre-ordered I'-monoid, a subset
D of M is a generating interval if D is an order-ideal (thus upwards directed and convex in the
sense used in [19]) such that Z*[I']D = M. Let POMPY denote the category whose objects are pairs
(M, D) where M is an object of POM and D is a generating interval of M, and whose morphisms
are morphisms of POM which map the generating interval into the generating interval. Thus, a
POM-homomorphism f : (M, D) — (N, F) is a POM?” homomorphism if and only if f(D) C F.
If f is an POM-isomorphism, then F = f(f~(F)) C f(D) C F, so f(D) = F.

If G is a pre-ordered I'-group, a subset D of G is a generating interval of G if D is a generating
interval of Gt. Let POG?” denote the category of POG objects considered with their generating
intervals and POG-morphisms mapping the generating interval into the generating interval. For
the I'-monoids and T-groups we are considering, the categories POMP and POG?” are equivalent.

2.7. The I'-monoid and the Grothendieck I'-group of a graded ring. If R is a unital I'-
graded ring, let V' (R) denote the monoid of the graded isomorphism classes [P] of finitely generated
graded projective right R-modules P with the addition given by [P] + [Q] = [P & Q] and the left
[-action given by (v, [P]) = [(y~!)P]. The monoid V' (R) can be represented using the classes of
left modules in which case the I'-action is (v, [P]) — [P(7)]. The two representations are equivalent
(see [11, Section 1.2.3] or [19, Section 2.3]). Note that the action in [ 1] is given by (v, [P]) — [(7)P],
not as above. For abelian groups, this is equivalent, but for non-abelian groups, this map would not
be an action, so we consider the action with (v, [P]) — [(y~!)P]. This causes some formulas to be
different than in [11]. The monoid V'(R) can also be defined via homogeneous matrices (see [11,
section 3.2]). Although we focus on the case when I' is Z, we note that the definitions and results
of [11, Section 3.2] carry to the case when I' is not necessarily abelian by [19, Section 1.3].

The Grothendieck T-group K} (R) is the group completion of the I-monoid VI'(R) with the
action of T' inherited from V'(R). If T is the trivial group, K{ (R) is the usual Ky-group. The
pointed monoid (V'(R), [R]) is an object of POM" and the image of V'(R) under the natural map
VI'(R) — K{(R) makes (K| (R),[R]) into an object of POG". If ¢ is a graded ring homomorphism,
then V''(¢) is a morphism of POM and K( (¢) is a morphism of POG. If ¢ is unital (i.e. ¢ maps
the identity onto identity), V' (¢) is a morphism of POM" and K{(¢) is a morphism of POG*".

If K is a I'-graded division ring, recall that the support I'x = {y € I' | K, # {0}} is a subgroup
of I. If T is abelian, the map V'(K) — Z*[['/Tk] given by [(77 VK & ... (v, ) K?"] —
> pi(7T'k) is a canonical isomorphism of I'-monoids by [11, Proposition 3.7.1] (note that the
difference of signs in the formula in [11, Proposition 3.7.1] is present because the action of I' on
VI(R) is different than the action we consider here).

If the grade group is the group of integers and K is a trivially graded field, K} (K) is a
Z|Z]-module. To avoid confusion of working with Z-modules which also have an additional Z-
action, we consider the infinite group I' = (t) on a single generator t to act on the monoids
and their Grothendieck groups. Hence, if n is a positive integer, ¥1,%2,...,7% € Z, and R =
M., (K) (71, ---,7), then R is graded by Z, but its T-monoid V'(R) and the T-group K{(R) are
considered with the action of I' = (t) not the action of Z. By Lemma 2.1, we can assume that
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YyV2y -5 Yn € ZT when considering R. Let k be the maximum of v1,7,...,7, and ly,...,[; be
such that [; is the number of times ¢ appears on the list v1,79,...,7, for ¢ = 0,..., k. There is a
canonical POM"-isomorphism

Fag : VH(ML(K)(), M (K) (7)) = (ZF[t, 71, Zliti)-

(both [19, Section 3.1] and [13, Section 1.5] have more details). The choice to consider POM"
instead of POM is relevant: if I' = (t) =2 Z, R = K = K(0), and S = M,(K)(0,1), then both
VE(R) and VY(S) are isomorphic to ZT[t,t7!], so only their order-units, corresponding to 1 and
1 4 t respectively, carry the information on the size of R and S and their shifts.

Let m and n be positive integers, v1,7%2,...,% € Z and R = M, (K[z™, 7 ™])(7). By us-
ing Lemma 2.1 when considering R, we can consider the shift 7; modulo m so we can assume
YsY2s -5 € {0,1,...,m — 1}. Let ly, ..., l,—1 be such that [; is the number of times i appears
on the list 71,72, ...,7, for  =0,...,m — 1. There is a a canonical POM“—isomorphism

ozt V(M (K™, 27" ) (7)), M (K™, 27" (T)]) = (Z*[t,t Z”l

Let s be any cardinal now. Let 7 : K — Z* be a map and p, be the cardinality of ¥~1(n) for
any n € Z*. We use e,s for a standard matrix unit and we denote the standard matrix unit with
one in the first row and the first column by egy not eq; so that this agrees with the fact that 0, not
1, is the smallest element of a finite ordinal n. With this convention, we note that the standard
generating interval D~ of V'(M,(K)(¥)) consists of the finite sums of the elements of the form
Lot [ego Ml (K)(7)] where [,, is the cardinality of a finite subset of p,,.

If ¥(«) is considered modulo m for every o € k, and p, is the cardinality of 7 !(n) for any
n €{0,...,m — 1}, the standard generating interval D~ of V' (M, (K[z™, z~™])(¥)) consists of the
finite sums of the elements of the form [,,t"[ego M, (K [2™, z7™])(7)] where [, is the cardinality of a
finite subset of p,,.

2.8. The talented monoid. For any infinite emitter v of a graph E and any finite and nonempty
Z Cs7Hv), let ¢ =v— >, ee*. If it is clear which infinite emitter we consider, we use ¢z for
q%. If T' = (t) is the infinite cyclic group on t, the talented monoid or the graph I'-monoid M}, is the
free abelian T-monoid on generators [v] for v € E° and [¢%] for infinite emitters v and nonempty
and finite sets Z C s7!(v) subject to the relations

1= > tir(e)l, l=lag]+ ) tir(e)], and [gz] = [ai] + > ¢l

e€s™1(v) ecZ eEW—-Z

where v is a vertex which is regular for the first relation and an infinite emitter for the second two
relations in which Z C W are finite and nonempty subsets of s7!(v). The map [v] — [vLk(F)] and
[¢%] — [q5 Lk (E)] extends to an isomorphism vk of ML and V' (Lg(E)) (see [, Proposition 5.7]).

If Mg is the monoid obtained analogously but by considering the trivial group instead of the
group I', the monoid Mg registers only whether two vertices are connected, while the “talent” of
MY, is to register the lengths of paths between vertices: if p is a path of length n, the relation
s(p)] = t"[r(p)] + z holds in M, for some x € ML.

If E has finitely many vertices, the finite sum up = Y, _po[v] is an order-unit of My, If E° is
infinite, Dp = {o > 0| z < > _p[v] for some finite ¥ C E°} is a generating interval of M}, (one
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can indeed check that Dy is convex, upwards directed, and that Z*[['] D generates M},). The interval
Dy, coincides with the “standard” generating interval of V'(Lx(E)) obtained using unitization of
Lg(E) (see [L1, Section 3.5], [13, Section 4.1], and [19, Section 4.3]). If F' is another graph and
¢: Lg(E) = Lg(F) is a graded homomorphism, then V'(¢) is a morphism of POM?” and K[ (¢)
is a morphism of POGP. We use ¢ to shorten the notation of both morphisms. If ¢ : E — F is
a graph isomorphism, it extends to a unique graded x-algebra isomorphism which we continue to
denote by ¢ and a unique POMP-isomorphism which we denote by 7.

If (H,S) is an admissible pair of a graph E and I(H,S) the graded ideal of Li(FE) generated
by {v|ve H}U{v? | v €S}, then the I'-order-ideal J"(H,S) of M} generated by {[v] | v €
H} U {[vf] | v € S} is such that (H,S), I(H,S) and J"(H,S) correspond to each other in the
isomorphisms of the three lattices: the lattice of admissible pairs of E, the lattice of graded ideals
of Lx(F), and the lattice of T-order-ideals of ML (by [I, Theorem 2.5.8] and [, Theorem 5.11]). By
(23, Proposition 3.7], if (H,S) and (G, T) admissible pairs of a graph F such that (H,S) < (G,T),
then there is a pre-ordered I'-monoid isomorphism M vy s = J7 (G, T)/J"(H, S).

We briefly review an alternative construction of M, which we also use in one of the proofs. Let
FL be a free commutative I-monoid on generators v € E° and ¢% for v infinite emitter and Z finite
and nonempty subset of s7!(v). The monoid M}, can be obtained as a quotient of FL subject to
the congruence closure ~ of the relation —; on FL, — {0} defined by (A1), (A2) and (A3) below for
any n € Z and a € F. In (A1), v is a regular vertex and in (A2) and (A3), v is an infinite emitter
and Z and W are finite and nonempty subsets of s™(v) such that Z C W.

(Al) a+t"0 =1 a4+ 51y t"*r(e).
(A2) a+t"v =1 a+1"qz + >, " r(e).
(A3) a+1t"qz =1 a+t"qw + Y e 5 t" ' (e).

If — is the reflexive and transitive closure of —; on FL, then ~ is the congruence on F5 generated
by the relation —. We review the Confluence Lemma.

Lemma 2.4. The Confluence Lemma. [!, Lemma 5.9] Let E be a graph and a,b € F5, — {0}.
The relation a ~ b holds if and only if a — ¢ and b — ¢ for some ¢ € Fg — {0}.

The monoid M} is cancellative (by [, Corollary 5.8]) so the natural pre-order is, in fact, an
order. By [14, Proposition 3.4], the relation x < t"x is impossible for any z € ML and any positive
integer n. The remaining possibilities give rise to the following types.

1) If z = t"z for some positive integer n, we say that x is periodic.
p g Yy p
, .
(2) If x > t"x for some positive integer n, we say that z is aperiodic
(3) If  and "z are incomparable for any positive integer n, we say that x is incomparable.

If z is periodic or aperiodic, = is comparable. This terminology matches the one used in [14]. We
note that [12] uses “cyclic” for “periodic” and “non-comparable” for “incomparable”. In our termi-
nology, the authors of [12] define a T-order-ideal I of ML to be periodic (respectively, comparable,
incomparable) if its every nonzero element is periodic (respectively, comparable, incomparable). We
also say that [ is aperiodic if its every nonzero element is aperiodic.

We summarize some results of [23] which we use.
Theorem 2.5. [23, Theorems 5.7, 7.4 and 7.5] Let E be any graph.

(1) If E is cofinal, exactly one of the following holds.
(a) E has a sink, has no infinite paths, and every x € My, x # 0, is incomparable.
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(b) E has a cycle ¢ without exits, every infinite path ends in ¢, and every x € ML is periodic.

(¢) E has an extreme cycle and two non-disjoint cycles and every v € My, x # 0, is aperiodic.

(d) E has a terminal path and an infinite path which does not end in a cycle and every x €
ML, x # 0, is incomparable.

(2) The following two conditions are equivalent for any graph E.

(a) If (H,S) and (G,T) are admissible pairs of E such that (G,T)/(H,S) is cofinal, then
M(FGT)/(H’S) 18 either periodic or incomparable.

(b) The cycles of E are mutually disjoint.

2.9. Composition series. By [23, Corollary 4.3], the following are equivalent for any graph F.
(1) There is a chain of admissible pairs
(0,0) = (Ho, So) < (Hy,S1) < ... < (H,, S,) = (E%0)

such that the porcupine-quotient graph (H; 1, Si11)/(H;, S;) is cofinal for alli = 0,... ,n—1.
If S; = 0 for all i, we write the above chain shorter as ) = Hy, < H, < ... < H, = E°.

(2) There is a chain of (graded) ideals {0} = [y < I < ... < [, = Lk (FE) such that the (graded)
algebra I;,1/1; is (graded) simple for all i =0,...,n — 1.

(3) There is a chain of T-order-ideals {0} = Jy < J; < ... < J, = M}, such that the T-
monoid J;;1/J; is simple (i.e., without any nontrivial and improper I'-order-ideals) for all
1=0,...,n—1.

If the above conditions hold, we say that E (respectively Lx(E), M%) has composition length
n. The graph E (respectively Li(E), ML) has a composition series if E (respectively Li(E), ML)
has composition length n for some positive integer n.

Let Ter(F) denote the saturated closure of the (hereditary) set of terminal vertices. In [23], the
composition quotients of a graph E are graphs defined by
FEy=FE and E, = E,/(Ter(E,, Brexg,))) if Ter(E,) C E° and E,.; = () otherwise.

These quotients are used to characterize graphs with composition series in the result below.

Theorem 2.6. [23, Theorem 6.5] The following conditions are equivalent for a graph E.

(1) The graph E has a composition series.

(2) There is a nonnegative integer n such that E,1 =0 and E, # 0 and for each n for which the
composition quotient E, is nonempty, Ter(E,) is nonempty, the set of terminal vertices of E,
contains finitely many clusters, and the set of breaking vertices of Ter(E,,) is finite.

By [23, Corollary 6.6]), every graph with finitely many vertices has a composition series.

One can use Theorem 2.6 to obtain a specific composition series. We illustrate the construction
in the example below.

Example 2.7. Let E be the graph " . This graph has composition length 4.
/7 [
Oy Oy &

We have that Ter(E) = {vo}, Brer(ry = {wo, w1}, so that Ey is the graph e, ®u0 .“13

with a unique cluster containing vy, so Ter(F;) = EY and

(0.9) < ({vo},0) < ({vo} {wo}) < ({wo}, {wo, wi}) < (E°,0)
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is a composition series of E. The composition factors are the porcupine graph of the pair ({v}, 0),
and the graphs e

wee* > ®u0 ) Qwys and O ®uo ®y

3. 1-S-NE GRAPHS

We recall that we use Z™ to denote the set of nonnegative integers, I' = (¢) for the infinite cyclic
group generated by ¢, and K for a field trivially graded by Z. For any positive integer n, we consider
K[z™ x7"] to be graded as in section 2.1, we let +,, denote the addition modulo n (i.e. the addition
in Z/nZ), and i € n means that i is an element of the set {0,1,...,n—1}. If ¢ is a Z-graded algebra
homomorphism, then ¢ denotes the map induced by ¢ on the I'-monoids and on the I'-groups.

3.1. S-NE graphs. We recall that S shortens “sinks”, that NE stands for “no-exits” and indicates
cycles without exits, and we recall the definitions from the introduction.

Definition 3.1. A graph F is an S-NE graph if (G,T)/(H, S) has either a sink or a cycle without
exits for every two admissible pairs (H,S) < (G,T) such that (G,T)/(H,S) is cofinal. An S-NE
graph E is an n-S-NFE graph for a positive integer n if E has composition length n. An S-NE graph
E is a composition S-NE graph if it is an n-S-NE graph for some positive integer n.

By Theorem 2.3, E is a 1-S-NE graph if and only if F is a cofinal graph with a sink or a cycle
without exits. A finite acyclic graph with n sinks is an n-S-NE graph. The Toeplitz graph (see the
introduction) is a 2-S-NE graph and the graph from Example 2.7 is a 4-S-NE graph. By Theorem
2.5, an S-NE graph has disjoint cycles. If E has finitely many vertices, the converse holds by
Theorem 2.6 as well as by [23, Corollary 6.6]. By Theorem 2.6 and [23, Lemma 6.3 and Corollary
6.6], E is a composition S-NE graphs if and only if the cycles of E are disjoint, E has finitely many
cycles, sinks and infinite emitters, and every infinite path ends in a cycle. The first graph below is
an S-NE graph which is not a composition S-NE graph because it has infinitely many cycles. The
second graph below is an acyclic graph of composition length two, but it is not an S-NE graph
because there is an infinite path which does not end in a cycle.

O O O

.............. o —0 — 0

By [23, Proposition 4.2], E has a composition series if and only if Py g and E/(H,S) have
composition series for each admissible pair (H,S) of E. By this result and by Definition 3.1, E is
a composition S-NE graph if and only if Py ) and E/(H,S) are composition S-NE graphs.

3.2. The graded isomorphism classes of matrix algebras. In Proposition 3.2, we generalize
the second part of Lemma 2.1, show that x and the cardinals p;, for k € Z™, considered in section
2.7, are unique for the graded isomorphism class of M, (K')(¥) and for the graded isomorphism class
of M, (K[x™,x=™])(7¥) for positive integer m. If k is infinite, the proof of Lemma 2.1 as in [l 1]
does not generalize to the matrix algebras of infinite size because the endomorphism ring of a x-
dimensional K-vector space, when represented via k X k matrices, contains matrices with infinitely
many nonzero entries (most prominently, the identity has infinitely many nonzero entries on the
diagonal). Hence, such an endomorphism ring is not isomorphic to the ring M (K) if & is infinite.
So, to prove the proposition, we use a different strategy which involves the Grothendieck I'-monoids.
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Proposition 3.2. Let k and k' be cardinals, 7 : k — Z* and 7' : k' — Z* be any functions, and
let eqp to denote the standard matriz units of a matriz algebra of k X K size.

1) Let py, be the cardinality of ¥~ 1(k) and p), be the cardinality of (')~ 1(k) for any k € Z*. If
k
£ (V' (M,(K)(®)), Dy) = (V' (M, (K)(7)), D+) is a POMP-isomorphism, then

k =k and pg = p for each k € Z*

and there is a bijection p : kK — Kk and a graded algebra *-isomorphism ¢ : M (K)(7) —
M, (K)(7') such that ¢(eap) = €pa)p(p) for every o ﬁ € k and such that V' (¢) = f.

(2) For positive integers m and m', a € /€ k: em, o €k, and k' € m', let uy be the cardinality of
7 1(k) when ¥(«) is considered modulo m and let ), be the cardinality of (7)1 (k) when ¥ () is
considered modulo m'. If f : (V' (M, (K[z™,57™])(¥)), D7) = (V' (M (K[z™,27™])(7")), Dv)
is a POMP -isomorphism, then

k=K', m=m', there is i € m such that uy, = ., ; for each k € m,

and there is a bijection p : k — Kk and a graded algebra x-isomorphism ¢ : M, (K[z™, xz~™])(7)
— M, (K[ ™o ™M)(F') such that ¢ maps a standard matriz unit €as to the element of the form
xlm p(a)p() Jor some l € Z determined by o and 3 using 5 and 5’ and such that VE(¢) = f.

Proof. To show part (1), let f.~ be the POMP-isomorphism V'(M, (K)(¥)) — Z*[t,t"'] induced
by the map [eq] — 1 and let f. = be analogous such isomorphism for " and 7’. The assumption
of part (1) implies that g = f,v 5 f f3 is a POMP"-isomorphism (Z*[t,t7], D) — (Z*[t,t™'], D)
where the generating intervals D, and D, are as in section 2.7. As g(D,) C D,y and ¢~* (D) C D,
D,, and D, have the same cardinality, so k = &/.

The isomorphism ¢ is uniquely determined by the image of 1. Assume that g(1) = p(t) for
some Laurent polynomial p(t) € Z*[t,t7!]. As p(t) € D, p(t) contains no negative powers of ¢.
Analogously, if ¢(t) is the polynomial g~*(1), then ¢(¢) does not contain any negative powers of ¢
as ¢ € D,. Since 1 = g(g7'(1)) = g(q(t)) = q(t)g(1) = q(t)p(t), the degrees of p and ¢ add up to
zero which implies that p(t) = a and ¢(t) = b are constant polynomials for some a,b € Z*. Since
ab = 1, we have that a = b = 1 which shows that g(1) = 1.

If k is finite, equating the order-units Y, uxt” and Y, pjt* implies the relation uy, = . If £ is
infinite, ¢ maps the set of monomials of the form [;t*, where [ is the cardinality of a finite subset
of iz, to the set of monomials of the form [},t* where [}, is the cardinality of a finite subset of ). As
g(1) =1, this implies that the cardinality of the set of all finite sets of py, is equal to the cardinality
of the set of all finite sets of p). If p is finite, this implies that p), is finite and that p, = pp. If
1y is infinite, this implies that g, is infinite. As the cardinality of the set of all finite subsets of an
infinite cardinal is equal to that cardinal, we have that py = u).. Thus, py = ), for any k € Z*.

Let m : Kk — Kk be a bijection which permutes the images of 7 so they are listed in the
non-decreasing order and let 7’ be analogous such bijection for 7. Let ¢, and ¢, be graded *-
isomorphisms induced by the maps e,  €x(a)0 and eqo > exr(a)o Tespectively. If i : —> k denotes
the map 77, we have that f.5 = fK u¢ and that f. 5 = f. H(bw, Hence, g = f. u¢ fb, f,w is the

identity which implies that ¢_, f¢,r is the identity so that f = gb,r/ ¢ = gbﬂlgbﬂ. This shows that if
we take p = 71 and ¢ = cb;,lqb,r, then p is as required in the statement of (1) and ¢ is a graded
s-isomorphism such that f = ¢. The isomorphism ¢ is obtained by compositions of two maps as in
part (1) of Lemma 2.2, so it maps a standard matrix unit to a standard matrix unit.
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To show part (2), let fxm~ be the POMP-isomorphism V' (M, (K [z™, z~™]))()) — Z*[t,t7"]/
(t™ = 1) induced by the map [ego] — 1 and let f,/ . 5 be analogous such isomorphism for &', m’,
and 7. The assumption of part (2) implies that g = fu wyf/f. ;ﬂ is a POMP-isomorphism
(Z*[t,t7Y/(t™ = 1),D,) — (Z*[t,t71]/(t™ = 1), Dy). As g(D,) € D, and ¢g~'(D,s) C D,, D,
and D, have the same cardinality, so k = . As t™ = t™g(g (1)) = g(t"g7' (1)) = g(¢7'(1)) = 1,
the relation ™ = 1 holds in Z*[t,t=]/(#™ = 1). Thus, m > m’. Analogously, m’ > m, so m = m'.

The map ¢ is uniquely determined by the image of 1. Assume that g(1) = p(t) for some
p(t) € Zt[t, t7/(t™ = 1). As p(t) € D,s, p(t) contains no negative powers of t. Analogously,
if q(t) € ZT[t,t7']/(t™ = 1) is g~'(1), then ¢(¢) does not contain any negative powers of t. As
1=g(g7*(1)) = g(q(t)) = q(t)g(1) = q(t)p(t), p = t" and ¢ = t™ " for some i € m. Hence, g(1) = t'.

Let o be the cyclic permutation given by k — k:—f—mi (recall that +» denotes the addition modulo

m). If & is finite, equating the order-units 37" " pxt® and S°7 ' s t5+ implies py, = My ry- 1 K s
infinite, ¢ maps the set of monomials of the form [ t* for I, the cardinality of any finite subset of 1,
to the set of monomials of the form [ t**% for I}, the cardinality of any finite subset of yj, .. The
first set has cardinality ju, and the second set has cardinality p, ., so jy, = py,, ; for any k € Z*.

Let @ be the list obtained by permuting the images of 7 so that when they are considered modulo
m, they are listed in a non-decreasing order. Let 7 : Kk — K be the corresponding bijection and let
7’ be the analogous bijection for 7. Let 1 = 77w and @’ = 7'7’. Let p; : kK — K denote a permutation
so that ofip; = 7. Let ¢,, » be the graded algebra isomorphism ¢, , : I\\/JIK(K[a:m,m*m])(ﬁ) —
M, (K[z"™, 27™]) (i) determined by first permuting the shifts so that the list p = 11, ;) moves from
the k-th place to the (k —,, i)-th place and then adding ¢ modulo m to each of the shifts producing
exactly the 1’ list. Note that this second operation can be obtained by considering the graded -
isomorphism induced by the map eqg x(”(ﬁ(ﬁ))*”(ﬁ(a)))meaﬁ. As any element of the form z'™,[ € Z
is unitary, the map ¢,, , is a *-isomorphism.

If ¢, and ¢, denote the graded *-isomorphisms induced by the bijections mand 7', we have that
fn,m,ﬁ¢7r = f/i,mﬁ and fn,m,ﬁ’ ¢7r’ = f/ﬂ,mﬁ’ so that g = fﬁ m u¢ fd) KoM, f/@,m,ﬁ’qspl, Kym, i ThU.S

6w [ =3, , which implies that f = &', ..

This shows that for ¢ = ¢;,1¢p170¢,r, we have that f = ¢. Letting p = 7/~!py7, we obtain a bijection
as needed and we have that ¢(eqs) = a(@FEB)—oeme o o, O

3.3. 1-S-NE graphs and their canonical forms. Recall that F is a 1-S-NE graph if and only
if F/ is a cofinal graph with a sink or a cycle without exits. If a cofinal graph E has a sink vy and if
P is the set of paths ending in vy, let k be the cardinality of P so that we can index the elements
of PY by the elements of x and write P as {p, | @ € k}. We can chose a bijection k — P
indexing the elements of P" so that 0 corresponds to the zero-length path vy. Let 7 : k — Z7
map « to the length of the path p,. If ey3, @, 8 € k are the standard matrix units of M, (K)(7),
the correspondence p.pj; — eqp extends to a graded *-isomorphism Ly (E) =g M (K)(7) ([13,
Proposition 5.1] has more details). The paths from P" corresponds to the standard matrix units
in the first column and vy corresponds to egg.

If y13, is the cardinality of ¥~ !(k), the list of cardinals ug, pi1, pio, - . ., is such that py = 1 (because
po = g is the only element of P" of length zero) and if uy # 0 for some k > 0, then p; # 0 for all
i < k (because the suffices of a path of length k have lengths ¢ < k). One can generalize the proof
of [18, Proposition 3.2] (given for « finite) to show the converse: for every x and a list of cardinals
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lg, k € ZT with the above two properties, there is a cofinal graph, which we denote by FE..,, such
that that Ly (Fean) =g M. (K)(7) where v is such that [7~ (k)| = . for any k € Z*.

The graph E,, can be constructed by the following inductive process. Let Ej be a single vertex
Voo, let B be obtained by adding 111 new vertices v, & € g and pq new edges e, where s(e14) = 14
and r(e1,) = vgo for all @ € ;. Let Ey be obtained by adding ps new vertices vg,, @ € g and pig
new edges originating at the new vertices and ending at vig. If Ei, k € w, is the graph obtained by
continuing this process, let F.., be the directed union of Ej, k € w. Note that all vertices of E..,
except the sink vy are regular and they emit exactly one edge.

If there is k such that y; = 0 for all ¢ > k and p, # 0, then k is the spine length and the
path egg...eg0eq is the spine of E..,. Otherwise, E.., has the spine of infinite length and the
left-infinite path . .. exeqp is the spine of Eg,,. The p; — 1 edges e;q, a € pu; — {0} are referred to as
the (i — 1)-tails. This terminology reflects the fact that the i-tails end at vy.

To make graphical representation of tails clearer, we introduce the following abbreviation: if v
receives k edges originating at sources, no matter whether £ is finite or infinite cardinal, we depict

k
this as e M e’ . So, a canonical form with infinite spine length can be represented by the graph
below.

........... > @ [ ] [ ] [ ]
(H41)T (NSUT (le)] (#11)T
° ° ° °

If F is a 1-S-NE graph and if its algebra has the matrix representation Myo(1,1+2,14+5,1+41),
then our abbreviated graphical representation of E.,, is the first graph below. Its spine length is
three. As another example, the third graph below is a canonical form of the second graph.

. (UE (5)I (Q)E o .%E_)E

k
The notation e UN e is not to be confused with e —> e since the first notation indicates that
there are k sources each emitting a single edge to the terminal vertex and the second indicates that
there are two vertices and the source vertex emits k£ edges into the terminal vertex.

This construction enables one to come up with a way to associate a graph, unique up to a graph
isomorphism, to all graphs with the algebras in the same graded *-isomorphism class: if F is such
that Lx(F) is graded x-isomorphic to M, (7), then we can repeat this construction using possibly
different bijection 7 1(k) and paths of length k in E and obtain some E., . However, the only
difference between F.,, and E. . is the labeling of the edges and vertices and, by construction,

E!. = Ecan. Because of this, a canonical form E.,, is unique up to a graph isomorphism.

If a cofinal graph E has a cycle ¢ of length m > 0 without exits and vy = s(c), let P" be the set
of paths ending at vy and let

P;O be the set of paths ending in vy which do not contain the cycle c.

It x is the cardinality of PJ, we index the elements of P by the elements of £ so that py = vp is
the path of length zero. Then, let 7 : kK — ZT be the map « — |ps|. The correspondence mapping
PaPj F €ap extends to a graded *-isomorphism Ly (FE) =g M (K[2™, 27™])(F) ([13, Proposition
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5.1] has more details) which maps vg to egy. The paths from P} corresponds to the standard matrix
units in the first column.

Let uy, be the cardinality of ¥71(k) for k € m. The list of cardinals pg, fi1, . . -, flm_1 is such that
i > 0 for each & € m since there is a paths of length k£ within the cycle c. By generalizing the
proof of [18, Proposition 3.4] to infinite cardinals, one can show the converse: for any x, any integer
m > 0 and a list of nonzero cardinals pg, 11, ..., ftm—1 there is a cofinal graph FE.,, with a cycle
without exits of length m such that Ly (Eean) =g M (K [2™, 7)) (105 - - - 5 fm—1)-

The graph FE.,, can be obtained as follows. Let Ejy be an isolated cycle ¢ of length m and let
Vg, U1, - - - Um_1 be the vertices of ¢ listed in the order they appear in c¢. The graph E.,, is obtained
by adding p; — 1 new vertices v;, and p; — 1 new edges e€;,, o € p; such that s(e;,) = v;, and
r(ejo) = v;_, 1 for all i € m. Such graph E.., is a canonical form of any graph whose algebra is
graded #-isomorphic to the matrix algebra M (K[z™,27™])(po,- -, fbm—1). It is unique up to a
graph isomorphism and it can be represented as the graph below.

o (#1—1).1}0 — .vm,l(“o_l) o
\( N
(p2—1) (ni—1)

For example, the second graph in Example 3.3 below is a canonical form of the first graph.

If m > 1, let vg,v1,...,v,_1 be the vertices listed in the order they appear in ¢ and let ¢;,7 € m,
be the element of the equivalence class [¢] with s(¢;) = v;. Consideration of ¢; instead of ¢ impacts
the values of g only up to the cyclic permutation given by k& — k +,, . The change from ¢ to ¢;
corresponds to the graded isomorphism on the matricial level mapping egg onto e, for some o € K
such that 7(a) = 4. The induced map on ZT[t,t~!]/(t™ = 1) corresponds to the map with 1 — ¢°.

Let us consider an example illustrating the switch from ¢ = ¢y to another ¢; € [¢].

Example 3.3. Let E and F' be the two graphs below and let ¢ and ¢’ be their cycles considering
starting at vy and vy, respectively.
~ X\ , N

o — >0 —— @Y ol e —— oY o< o

N~ N~

The paths in P)° have lengths 0, 1, 1, and 2. If ¢; is the cycle based in v;, the paths in P! have
the lengths, 0, 1, 2 and 3. Hence, both My(K[z?,27%])(0,1,1,2) and My(K|[z? x7%])(0,1,2,3) are
matricial representations of L (FE). The two representations are graded *-isomorphic by Lemma 2.1
since, when the shifts are considered modulo 2 and listed in non-decreasing order, the resulting list
is 0,0,1,1 in each case. The change from ¢ to ¢; corresponds to mapping the unit egy to eq;. This
change induces [eqo] —> [e11] = t[ego] on the T-monoid level, so this corresponds to the automorphism
of Z*[t,t7']/(t* = 1) mapping 1 to t.

For the second graph, the lengths of paths in P;() are 0,1,1,2 and, considered modulo 2 and
listed in non-decreasing order, we obtain 0,0, 1, 1. As this is the same list as the list for E, we have
that Ly (FE) ¥y Lx(F) by Lemma 2.1. Mapping P’ to P;‘/) bijectively and such that the lengths
of paths remain the same modulo 2, induces such a graded isomorphism.

This example also illustrates that the Leavitt path algebras of two graphs can be graded iso-

morphic without the graphs being out-split equivalent (i.e obtained one from the other by finitely
many out-splits and out-amalgamations).
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To integrate the terminology, we would like to unify the cases when a 1-S-NE graph has a sink
and when it has a cycle by treating a path of trivial length as a cycle of length zero. We say that
such a cycle is a trivial cycle. If E is a 1-S-NE graph with the terminal cluster ¢® for a cycle ¢
(possibly trivial) and if m = |¢|, then m = 0 indicates that F has a sink and m > 0 indicates that
E has a cycle with no exits. If vg = s(c) and m = 0, we let F,* = P*.

We say that 1-S-NE graphs E and F' are 1-S-NFE equivalent and write E ~ F if E.., = Fean.

Next, we show that the GCC holds for 1-S-NE graphs. This is known to hold for some special
types of 1-S-NE graphs (the introduction has more details) but not for all 1-S-NE graphs and
all underlying fields. In addition, condition (2) of the proposition below has not been previously
considered together with (1) and (3).

Proposition 3.4. The GCC holds for 1-S-NE graphs. The following conditions are equivalent
for 1-S-NFE graphs E and F.

(1) There is a POMP -isomorphism f : ML — Mp.
(2) E~F.
(3) There is a graded x-isomorphism ¢ : Lx(E) — L (F).

If (1) holds, the isomorphism ¢ from condition (3) can be found so that f = ¢.

Proof. Since both L (F) and Lg (Fean) are graded s-isomorphic to the same graded matrix algebra
by the definition of E.,,, we have that (2) = (3). The implication (3) = (1) is direct, so it remains
to show (1) = (2) and the last sentence of the theorem.

Assume that (1) holds and let m be the length of the terminal cycle of E. If m = 0, then every
nonzero element of M}, is incomparable. So, every element of ML is incomparable, which implies
that F has a sink. If m > 0, then every nonzero element of M}, is periodic with the period m. The
existence of f implies that every nonzero element of M} is periodic with the period m. Hence, F
has a cycle without exits of length m.

Let @ and @' be the maps corresponding to the shifts of the matrix representations Mg and
Mp and let ¢ and ¢p be graded x-isomorphisms of the Leavitt path algebras and their matrix
representations. The map ¢p fqb_E_l is a POMP-isomorphism. By Proposition 3.2, the cardinalities
r and i, k € Z* from Proposition 3.2 match and there is ¢ € m such that j, and p;,, ; for k € Z*
have the same values modulo m. If i # 0, we can choose a different matrix representation of Ly (F')
so that the images of ¢g and ¢ is the same matrix algebra. If id is the identity map on this matrix
algebra, then ¢p f(b_E_l = id. Thus, f = ¢5'id ¢g, so we realized f by a graded *-isomorphism.
Since the two graph algebras have the same matrix algebra representation, we have that Ee., = Fran
and so E ~ F holds. 0

3.4. Relative canonical form. If F isa 1-S-NE graph, let vy, . .., v,,_1 be the vertices of a terminal
cycle c. In addition to the sets P and P;O, we also consider the following set for 5 € m and a
positive integer k.

P,” is the set of paths of length & ending in v; which share no edge with the cycle c.

Let P = U P,”, and let E% be the subgraph generated by the vertices of the paths in P,
0<kew
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We use calligraphic P instead of P to highlight the difference between P% and P%: the first set
contains all paths ending at v; while the second can be strictly smaller. The sets P and P;j can
also be different. The graph E% is a 1-S-NE graph and v; is its sink.

Let E = Ei be a 1-S-NE graph and V C E°. We define a graph Ecan,v which is canonical only
relative to the root of V and we call it the canonical form relative to V. f V =0, Ecany = Eecan
so this construction also presents a specific operation transforming a 1-S-NE graph E to E..,. If V
contains a vertex of the terminal cycle ¢ or the sources of P,” paths for all j € m, then Eq,y = E.

Our main application of this construction is the porcupine graph Py of a 2-S-NE graph FE in
which case V' is the set of vertices of Py which are not in H. In this case, the outcome of the
construction is the direct-exits form of E.

We let Fy be the subgraph of E generated by ¢ U R(V). We define Ecan,v as a graph which
contains Fy as well as some new vertices and edges. We introduce these new elements simultaneously
with creating a bijection o of the set P;,’O of I/ and P;’O of Ecan v

The case m > 0. For any k > 0, we let ¢(;,,—,, k)0 be the part of ¢ from vy, to vo if m—, k # 0
and ¢(m—,, k0 = Vo if m—,,k = 0. With this notation, we let o(c;o) = ¢jo for j € m and o(hcjo) = hcjo
for h € P;” such that s(h) € R(V).

For k > 0, and p = gq € P,” where g is an edge and ¢ € P,”, is such that s(q) ¢ R(V), we
consider the cases s(g) ¢ R(V) and s(g) € R(V).

If s(g) ¢ R(V), let v, be a new vertex and e, be a new edge with the source v, and range
v;j_,.k- Thus, one can consider that the path p of E is replaced by the tail e; in Egan v, so we let
o(pcjo) = €gC(j—laho- Note that the length of pcjq is 1 + |g| +m —p, j and the length of egc(i—,.q10

is14+m—m (J—mlgl) =14+ m—y j+mlql- So, |o(pcjo)| = |pcjo|(modm).

If s(g) € R(V), let e, be a new edge with the source s(g) and range v;_, ; and let o(p) be defined
as in the previous case. Requiring that s(g) = s(e,) ensures that (E1) holds for the images of the
map ¢ from the proof of Proposition 3.5.

If p = rgq is such that all vertices of r are in R(V'), g € E' is such that r(g) ¢ R(V) and q € P,’
for some k and j € m, we let o(rgq) be ro(gq). With these definitions, the map o becomes defined
on P:;O and it bijectively maps it to the set P:;O of Ecanv.

For example, if £ is the first graph below and V' = {v}, Ecan v is the second graph below.

v 9 h
o — 00— 0 [ J

PEEENY

The case m = 0. If there is a maximum of lengths of paths from a vertex in V' to vy, let us
denote it with k. If there is no such maximum k, let k = w.

We let e;_1...€0 (...e160 if K = w) be a new path containing new edges and new vertices except
its range vg. We refer to such path as the spine of E relative to V. Pick a path p; in the set of
paths in P}° with sources not in R(V') and let P; be the remaining set of paths in P}° with sources
not in R(V), if any. For each p € Py, we add a tail e, to vy (i.e. a new edge e, ending in vy and a
new vertex v, as the source of e,) and we let o(p) = e,. We also let o(p;1) = ep. If p is a path in P°
such that s(p) € R(V), then this path is also a path of Ey and we let o(p) = p.

If & > 1 we continue this process by considering the set of paths p = gh in P;° such that
s(h) ¢ R(V'), we again consider the cases s(g) ¢ R(V) and s(g) € R(V).
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If s(g) ¢ R(V), then the set P, of all paths in P3° such that neither the source or the range of
the first edge is in R(H) is nonempty. Let ps be arbitrary element of P, and let P, = P, — {p»}. If
P} is nonempty and if p € P}, we add a new edge e, and its new source v, = s(e,) to be a tail to
s(eg), we let o(p) = eyeq, and we let o(p2) = eyep.

If s(g) € R(V), we add a new edge e, with s(g) as its source and s(eg) as its range (recall that
ep is the last edge of our newly added spine). In addition, we let o(p) = e eo.

)

If £ = 1, then there are no paths p = gh € PJ° such that s(g) € R(V) and r(g) ¢ R(V).
So, in this case, it is sufficient to consider the case when s(g) ¢ R(V) and this case is similar to
the consideration of the same case if £ > 1: the condition s(g) ¢ R(V') rules out the possibility
s(h) € R(V), so we have that s(h) ¢ R(V). In this case, we let o(p) = ezeq for a new edge e,
starting at a new source v, and ending in s(ep).

We continue this process by considering P3° if needed. Eventually, the map o becomes defined
on the entire set P and it bijectively maps it to the set P of Ecuy v

For example, let E be the first graph below so that E consists of paths p, of length n ending at
vp for every n such that p, and p; have no common vertices or edges except their range vy if n # [.
If s(pn) = v, for n € w, let V= {vy,vq,...} be the set of the sources of E. Then, E., v is the
second graph below.

U2

EA NN

o3 — o0 ——0 Y — ° ° ° °
\ / j (w) l (w) l (w) l (w)
o4 ° ° ° o0 oVl e e e qu

We show that the algebras of £ and E,, v are graded *-isomorphic.

Proposition 3.5. If E = E. is a 1-S-NE graph and V' C E°, then there is an operation E — Ecanv
which extends to a graded x-isomorphism Li(E) — Li(Ecan,v)-

If E,F, and f are as in Proposition 3./, there are operations ¢g : E — FEean, t @ Ecan
and ¢p : F — Fean, and f can be realized as ¢ 1op = f.

I

FCa.Il7

Proof. Let us consider the case m > 0 first. Keeping our previous notation, let o be the bijection
introduced along with F,, . We define a map ¢ on E°U E' by mapping the vertices and edges of
Ey identically onto themselves. For p = gq € P,’, g € E*, and ¢ € P,” | such that s(q) ¢ R(V), let

#(9) = egCj—.k00(qcjo)*. 1fs(g) € R(V), we also let ¢(s(g)) = vy.

Defining ¢(g*) as ¢(g)* ensures that the algebra extension of ¢ will be a *-homomorphism. It is
direct to check that (V) holds. To check (E1), let g be an edge as above such that s(g) ¢ R(V). If

k> 2 and g = hr for h € E', we have that

P(g)o(r(g)) = egc(jfmk)oa(cho)*vh = €g0(j—mk)00(cho)* = ¢(9)
where the middle equality holds since o(gcjo) is a path which originates at the source of the new
edge with vy, as its source, so o(qcjo) vy, = o(gcjo)*. If k =2, then g = h, o(qcjo) = qcjo = hejo and

P(9)0(r(g)) = egC(i—nroCiohd(s(h)) = egc(i—,rocioh s(h) = egc(i— k00 (hejo)™ = ¢(g)
If s(g) € R(V), the argument is very similar. The relation ¢(s(g))¢(g) = ¢(g) is direct to check.
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By the definition of ¢ on the ghost edges, (E2) holds since (E1) holds. If ¢, k', and j’ are
analogous to g, k, and j above, then (CK1) holds since

a(q'cjro) (i, 10Cy €aCli—mk00 (qCj0)"

is zero unless g = ¢’,j = j', k = k' and ¢ = ¢’ and, in that case, the above expression is
a(qcjo) (i, k)0€qCeCli-mk00(Cjo)" = 0(qCio)C(;—, k)CGi-mk)00 (qCj0)" =
a(qcjo)voo(gejo)” = s(o(gejo)) = ¢(s(q)) = o(r(g)).
Ifve E%isin ®UR(V)—V or it is a source of a path in P,”, then it is direct to check that (CK2)
holds. Otherwise, v emits a single edge, say g with its range not in R(V'). There is unique k and j
and unique path ¢ € P,” | with s(¢q) = r(g). If s(g) € R(V) then ¢(v) = v and ¢(v) = v, otherwise.
In either case, ¢(v) is a vertex of Ec,,y which emits a single edge ey, and ¢(v) = ¢(g)¢(g)* since

* * * i * * . * *
€4C(j—mk)00 (qCj0) 0<ch0)c(j—mk)0€g = €gC(j—mk)0V0C(j—, . k)0Cg = €gVj—mk€g = €gCy-

By the Universal Property, ¢ extends to a homomorphism which is graded and a x-homomorphism
by the definition of ¢ on vertices, edges and ghost edges. Using the inverse of o, we can obtain the
inverse of ¢, so ¢ is a graded *-isomorphism.

If m = 0, we define a map ¢ on E°U E' by mapping the vertices and edges of Ey identically on
themselves. So, for p = gq € P;° with 0 <[ <k, g € E', and ¢ € P;°,, it is sufficient to consider
the case s(q) ¢ R(V). In this case, we let

d(9) = egei—1ei—2 ... ego(q)*. If s(g) ¢ R(V), we also let ¢(s(g)) = v,.

By this definition, ¢(g)¢(r(g)) = egei—1€1-2 . .. €00(q) vy = €gei_1€1—2 . .. €00(q)* = ¢(g) and check-
ing that (E1) holds in other cases is direct. With ¢(¢*) = ¢(g)* and (E1) holding, (E2) holds.
Checking (CK1) and (CK2) is similar to the m > 0 case. The argument that ¢ extends to a graded
x-isomorphism is also the same as in the m > 0 case.

It remains to show the last sentence of the proposition. If E, F, and f are as specified, the
previous part of the proposition establishes the existence of graph operations ¢g : F — FE ., and
¢or : F — F.n which extend to graded x-isomorphisms. The existence of f and the proof of
Proposition 3.4 implies that there is ¢ : Foan = Foan such that ¢p fagl =17. Hence, f = qb}leng O

4. 2-S-NE GRAPHS

In this section, we define a canonical form of a countable 2-S-NE graph and prove Theorem 4.13,
the main result for this class of graphs.

If E is a 2-S-NE graph, there is an admissible pair (H,S) such that (0,0) < (H,S) < (E°,0)
is a composition series of E. Since E/(H,S) is cofinal, S = By. As H is nontrivial and Py ) is
cofinal, S = () and so By = (). The set H contains no infinite emitters as H is the saturated closure
of a sink or a cycle without exits. Since F/H is cofinal, it has at most one sink, so E° — H contains
at most one infinite emitter v. Since E/H is row-finite, v does not emit infinitely many edges to
E° — H. As By = 0, v emits zero edges to E° — H, so v emits all the edges it emits to H. As both
Py and E/H are cofinal, E cannot have more than one infinite emitter, more than two cycles, or
more than an infinite emitter and a cycle (the existence of any such elements would imply that the
composition series is longer than two). The graph E has either one or two terminal clusters.
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4.1. 2-S-NE graphs with two terminal clusters — the easy case. If there are two terminal
clusters ¢ and 9, then E does not have an infinite emitter or a cycle with exits. The algebra

Li(E) is graded s-isomorphic to the direct sum of I(9) and I(c3). Say that H = ¢V so that

I(Y) =4 Lx(E/H). The total out-split Fi in this case consists of two disconnected 1-S-NE

graphs whose algebras are graded s-isomorphic to I(c?) and I(cJ), so we can consider i instead
of E. For example, if E' is the graph

.<—.—>.Q

then Fi,; consists of two connected components e <—e and e —— e

If £ = FEiy is a 2-S-NE graph with two terminal clusters and E; and F5 are the two disconnected
graphs forming E, we can consider the 1-S-NE canonical forms of F; and Fy and we let E.,, be
the union of these two canonical forms. With this definition, if £ and F' are two 2-S-NE graphs
with two terminal clusters and if Fi,, = F; U F, and F; N F, = (), we define the relation F ~ F by
Ei~ F) and Ey = F5 or By = Fy and Fy ~ F;. Thus, we have that

EFEx~F <— FE..=F.n.

4.2. 2-S-NE graphs with a unique terminal cluster. Having the easy case out of the way, we
remain primarily interested in the case when E has only one terminal cluster. In this case, H is the
saturated closure of that cluster and E° — H contains an infinite emitter or a cycle with exits to H.
We introduce some notation which we use for this type of graphs. Let ¢” be the terminal cluster
of B/H and d° be the terminal cluster of E (so H = d°). Recall that we allow the case that ¢ and
d are trivial cycles so that this scenario encompasses the situation that ¢ is an infinite emitter or
that d° is a sink. Since d° is the only terminal cluster of E, ¢ C R(H) (otherwise ¢” would be the
terminal cluster of E also), so there are paths from c® to d°. We say that p is a c-to-d path if the
source of p is in ¢, the range in d° and no edge of p is on ¢ or d. The examples with the Toeplitz
graph from the introduction illustrates that graphs whose algebras are graded *-isomorphic may
have different number of c-to-d paths of certain length.

Let n = |d| and m = |c|. If m > 0, then c is a proper cycle with at least one exit to H and such
that all its exits have ranges in H. The cycle ¢ is without exits in £'/H and E is row-finite. In this
case, F is a cycle-to-cycle graph if n > 0 and a cycle-to-sink graph if n = 0. If m = 0, ¢ is a trivial
cycle and vy = s(c) is an infinite emitter of F which emits all of its edges to H and which is a sink
in F/H. In this case, E is an infinite-emitter-to-cycle graph if n > 0 and an infinite-emitter-to-sink
graph if n = 0. If m = 0, we say that the edges which vy emits are exits. This enables us to unify
the terminology in the m = 0 and m > 0 cases.

For example, the first graph below is cycle-to-cycle (m > 0 and n > 0), the second (the Toeplitz
graph) is cycle-to-sink (m > 0 and n = 0), the third is infinite-emitter-to-cycle (m = 0 and n > 0),
and the fourth is infinite-emitter-to-sink (m = n = 0).

For the rest of this section, let £ = E\; be a 2-S-NE graph with a single terminal cluster, H be
its nonempty and proper hereditary and saturated set, m = |c| be the length of the terminal cycle
c of the 1-S-NE invariant of E/H, and n = |d| be the length of the terminal cycle d of the 1-S-NE
graph Pp. Since E = FEi, every vertex which not terminal for neither E nor F/H emits exactly
one edge and any non-terminal vertex of E/H (if any) emits its only emitted edge to E° — H.
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We start by a series of operations on 2-S-NE graphs. Some of these operations are out-splits
and out-amalgamations, so they belong to the class characterized as the “graph moves” of symbolic
dynamics. However, some of the operations we consider are not “moves” in the sense used in the
current literature. All of these operations have properties described in section 1.4, so they induce a
graded *-isomorphism of the graph algebras. The process from section 3.4 of transforming a 1-S-NE
graph into its canonical form is an example of such an operation for 1-S-NE graphs.

4.3. Direct-exit forms and connecting matrix. Let £ = F;, be such that d is a proper cycle
(so n > 0). Consider the porcupine graph Py and let V be the set of all vertices of Py which are
not in H. Thus, V = R(V). We define a 2-S-NE graph Eg;, which we call the direct-exit form of E.
We let Eyg;, consists of the part of (Py)ean,v (defined in section 3.4) outside of R(c") and we let the
rest of Eg, be E/H. If ¢y is the graded *-isomorphism of Py and (Pp)can,v (see section 3.4 and
Proposition 3.5), we define a map ¢ on the vertices and edges of E by

o(v) = ¢pp(v)ifve H and ¢(v) =vifve B — H and

d(e) = dy(e)ifr(e) € H and ¢(e) =eifr(e) € E° — H.
It is direct to check that the axioms hold for these images by the definition of (Py)canv and ¢p.
Thus, ¢ extends to a graded x-homomorphism which is invertible since ¢y is invertible.

We point out some properties of Eg;,. First, all c-to-d paths have length one and the notation
“dir” for “direct” emphasized that the c-to-d paths are as direct as possible. Second, all edges with
sources in H — d° end at vertices of d. We refer to such edges ending at w; as the i-tails of Ey,.

For example, the second graph is the direct-exit form of the first and the fourth graph is such
form of the third graph below.
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Let us consider an example with m = 0. Let E; be the first graph below and let F3 be the graph
obtained by replacing the c-to-d paths of E; by the paths of length three (the second graph below).

N\

Z—)
o —>0 [ J

We have that F; = (E1)q, and the last graph is the direct-exit form of Fs. If Ej is obtained by
replacing the c-to-d paths of E; by the paths of length &£ > 1, the last graph is the direct-exit form
of E also. The Leavitt path algebras of F; and of Fj, k > 1 are not graded *-isomorphic because
the first algebra is unital and the second is not. A direct argument for the algebras of F5 and Ej
being graded x-isomorphic is that the two graphs have the same direct-exit form.
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If E'is a direct-exit graph with n > 0, we let a;;, j € m, i € n, be the number of edges v; emits
to w;. If m > 0 this number is finite and we refer to the m x n matrix [a;;] as the c-to-d connecting
matriz. This matrix is dependent on the choice of d € [d] and ¢ € [¢], so the reference to ¢ and
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d is needed. If ¢ € [(] is a different element, the ¢’-to-d connecting matrix can be obtained by
applying a degree m cyclic permutation of rows of the original matrix. Similarly, if d' € [d] is a
different element then the c-to-d’ connecting matrix is obtained by permuting the columns of the
c-to-d matrix by a cyclic permutation of length n.

If m = 0, we allow w to be the entry of a connecting matrix. In this case, the connecting matrix
is a 1 X n matrix over w U {w} such that ag; is the cardinality of the exits ending at w;.

Let us move on to the n = 0 case. If £ = F\ has a sink, we define Fy;, analogously by letting
V' = R(V) be the set of vertices of Py which are not in H and pasting the graphs (P )can,v and
E/H together using Proposition 3.5 just as in the n > 0 case.

We also let H; (where t is for “tails”) be the subgraph of Eg;, generated by H and k; be its spine
length. The graph H,; is a 1-S-NE graph and wy is its sink. We say that H; is the tail graph. For
example, if F is the first graph below, the second graph is Ey;, and the third graph is H;.

C.\:/. . C.\/. I . .—>i—>.

Let w; be the vertex on the spine of H; which is at length ¢ from wy. If the set of i-values such
that w; receives an exit has the largest element k, we say that k is the spine length of E. The path
from wy, to wq is the spine of E. In the example above, k = k; = 2. Some of the following examples
exhibit graphs with k < k;.

If m > 0 and n = 0, k is necessarily finite. If m = n = 0, the set of i-values such that w; receives
an exit may or many not have the largest element. If there is no largest element, we say that the
spine of F is of infinite length (in which case the tail graph also has infinite spine length k; = w).
The left-infinite path passing w; for every ¢ € w is the spine of . We exhibit some examples below.

For a cycle-to-sink direct-exit graph with a spine of length k, we define its c-to-d connecting
matriz as the m x (k + 1) matrix [aj] where aj; is the number of edges v; emits to w;. It is
dependent on the choice of ¢ € [¢] and a different choice of an element of [c] results in a matrix
with rows permuted by a cyclic permutation of degree m. For example, below is an m = 2,n =0

direct-exit graph with the spine of length £ = 3 and the connecting matrix [ (1) g g ? ] .
.UO
DN~
1
.Ul .wg .'Ll)2 .'UJI .wO

3

If n = m = 0 and if k is the spine length (possibly w), the connecting matrix is a 1 x (k+1) matrix
with the cardinality of the exits ending at w; at the i-th spot. The first graph below is a direct-exit
graph with a finite spine of length two and connecting matrix [w 0 w]. The second graph below is
a direct-exit graph with the spine length infinite and the connecting matrix [w 0w 0w 0 .. .].
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If E' is the first graph below, its c-to-d part is “direct” but the path originating at a source in H
and ending in wy is not “canonical”. The second graph is Eg;,.

.UO .UO
l \ - l \ -
w w
.w4 .w3 .w2 .wl .w() .w4 .w3 .,w2 .wl .w()
[ [ J [ J [ [ [ J [ J [

If the length of the path with all its vertices not in 7'(vg) which ends at wy were 7 instead of 4, the
following graph would be Eg;,. This graph is also an example of a graph with k =4 < k; = 7.

.'UO

I

4.4. Connecting polynomial. Let E = Egy;, be a direct-exit 2-S-NE graph with m > 0 and let k
be the spine length in the case that n = 0. Let

ap(t) = Z a; /T if g > 0 and  ag(t) = Z a; /T ifn = 0.
jEMIEN jemMi<k

We refer to ag as a connecting polynomial. 1t depends on ¢ € [¢] and d € [d] but if it is clear which
cycles we use, we will shorten the notation to ag. The following lemma focuses on this polynomial.

Lemma 4.1. Let E be a direct-exit 2-S-NE graph with m > 0 and let ag be its connecting polynomial
computed using ¢ and d. If vg = s(¢) and | € Z", then

[vo] = t"™[vo] + i " a g [wp).

Proof. We have that vy — t™vg + agwy — t*™vg + t™apwy + apwy — ... — Mg + Zé;t " apwg

holds in F% for any nonegative integer [, so [vo] = t/™[vo] + Z;;B tI™apwo] holds in M}, O

We consider the m = 0 case next and prove a lemma analogous to Lemma 4.1. If m = 0, the
concept of a single connecting polynomial is replaced by polynomials defined for each nonempty
and finite Z C s7"(vg) where vy is the infinite emitter. For such Z, let Pz be the set of paths in Py*
which have the first edge in Z and let az € Z*[t] be the polynomial Y pep, tlPl. We let gy denote
vo to unify the treatment. If we define the relation < on the set of polynomials such that a < b if
a + ¢ = b for some polynomial ¢, we have that Z C W if and only if az < ay .

Lemma 4.2. Let E = Eg;, be a 2-S-NE graph with m = 0 and let vy be the infinite emitter of F.
For any finite Z C 87" (vo), [vo] = [g2] + az[wy].

Let b € ZT[t], [z] € M}, and let Z be finite subset of s~ (vg). If [qz] = [x] + blwg] holds, then
there is finite W C s (vy) disjoint from Z such that [z] = [qzow]| and b = ay[wy).
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Proof. The first part holds since vy — ¢z + azwy holds in FL. To show the second part, assume
that [qz] = [z] + b[w,] holds for some b, [z], and Z as in the statement of the lemma. This implies
that ¢z — y and x + bwy — y for some y € F5 by the Confluence Lemma (Lemma 2.4). The first
relation implies that such y can be chosen to have the form y = qzuw + ap t*w, for some finite W’
disjoint from Z and some nonnegative integer k. Since ayt*"[wo] = ay[wo] and wy is a terminal
vertex, the relation x 4+ bwy — y implies that such W’ can be chosen so that b[wy| is a summand
of ay[wp]. As any summand of ay-[wy] is of the form aw [wp] for some finite subset W of W', we
have that blwg] = aw[wy] for some such W. Thus, we have that

[2] + aw[wo] = [7] + blwo] = [q2] = [qzuw] + aw[wo].

By canceling ay [wp], we obtain that [x] = [gzuw]- O

4.5. The exit moves. Let E be a direct-exit graph with m > 0 and let ¢ € [c] be such that v; € ¢
emits an exit e. We consider the out-split with respect to {e} and s™'(v;) — {e} followed by the
total out-split of the new graph. We continue to use the label v; for the second new vertex in the
out-split because this vertex is between v;_ ; and v,y in the cycle with exits of the new graph
which we continue to call ¢. With these labels, the parts F/H and d are unchanged in the out-split
graph. If v, is the second new vertex, it receives one new edge g. from v;_ ; and a copy of E%
ending at s(g.) instead of v;. The vertex v, emits the edge which we continue to call e since it ends
in r(e). We refer to the resulting graph as the e-blow-up of E.

For example, if E is the Toeplitz graph C e " >e  then C e ——> e —— e is the e-blow-up
of E. If f is the newly added exit from the cycle, then ( . ° e is the f-blow-up
of the previous graph. As another example, let E be the first graph below. The second graph is
the e-blow-up and the third graph is the f-blow-up.

IV I N

If m = 0 and e is an edge vy emits, the e-blow-up is the graph obtained by the out-split with
respect to {e} and s (vy) — {e} and then considering the total out-split of the obtained graph. For
example, if F is the first graph below and e is the first edge of the c-to-d paths of length two, then
the second graph is the e-blow-up of E.

A ]
f ]

Performing a blow-up with respect to an exit e results in a graph which may not be direct-exit
any more. Let E. be the graph obtained by transforming the resulting graph to a direct-exit graph.
We call such an operation an exit move and write £ — E,.

For example, if E is the first graph below, the second graph is the blow-up with respect to the
only exit and the third graph is the direct form of the second, hence, the exit-move of F.
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If E—, E. and E, = F = (E.), for some exit g, we write £ —, F. For example, if both exits
of the first graph are moved, the second graph is obtained.

OO O Ow

o —>0 [ ] o ——0 [ ]
—

~

We consider the impact of an exit move to the number of tails and the connecting matrix. If
n > 0, we let [; denote the cardinality of the set of i-tails for ¢ € n. If n = 0 and k; is the spine of
the tail-graph H;, we let [; denote the cardinality of the set of i-tails for ¢ < k.

An exit with source vj,j € m and range w; is an ji-exit where ¢ € nif n > 0 and ¢ < k if
n=20 Ifm>0n >0 and an ji-exit e is moved, the only change in the connecting matrix is
that the aj-value decreases by one and the a(;_,,1)i—,1))-value increases by one. The cardinality ;
increases by at least one (corresponding to e). To describe the increase in the number of i'-tails,
we extend the definition of P,’ to include the value k = 0 and let this set be the moved exit e. If

.’ is nonempty and i’ € n is such that k + ¢’ = i(mod n), then wy gets |P,’| new tails. Thus, the
number of i'-tails in the resulting graph is

lo + > Py (1)

ke{k|k=i—i'(modn)}
where the standard cardinal arithmetic holds if either I or |P,’| is infinite.
If m >0, n =0, k; is the spine length of the tail graph H;, k; is the spine length of 7 and a
Ji-exit is moved for some j € m,7 < k, then aj; decreases by one and a(;_,,1)(i+1) increases by one.

If i = k, the length of the spine of the new graph increases by one. If k; > k;, the length of the
spine graph increases. The number of i'-tails in the new graphs is equal to

ly +|P,}| for k' such that k' =i’ — . (2)
Formula (1) has i — i’ and formula (2) has i — . This difference is present since the distance from
w; towgisn —iif n >0 and it is ¢ if n =0.

If m = 0 and n > 0 and if a Oi-exit is moved, the Oi-value of the connecting matrix of the
resulting graph is ag; — 1 (here we use cardinal arithmetic to have that w — 1 = w if ag; = w). No
other entries of the matrix are changed. The number of i’-tails in the new graph is given by the
same formula as in the n > 0 and m > 0 case except that the only possible value of j is 0.

If m =n =0, k is the spine length, and a 0i-exit is moved, the Oi-value of its connecting matrix
is ag; — 1. The formula for the number of the #’-tails in the new graph is the same as in the m > 0
and n = 0 case except that the only possible j-value is zero.

Because P,’ is nonempty, if /; is finite, then a move of any ji-exit increases the number of i-tails

in the resulting graph. If [; is infinite, the move of an exit may produce a graph isomorphic to the
original graph. Example 4.3 below exhibits some such graphs.

Example 4.3. Moving any of the exits of the two graphs below produces a graph isomorphic to

the initial graph.
Q (w) ( D ( > ()

/A
e o< —¢o o —>e0e<—o



32 LIA VAS

We prove a short lemma we use for the cycle-to-cycle graphs.

Lemma 4.4. Let E = Eqg;, be a cycle-to-cycle graph with |c| = m,|d| = n, and let G be the greatest
common diwvisor of m and n. A ji-exit can be moved to become a lk-exit of the resulting graph if

and only if i — j =1 — k(mod G).

Proof. Let m = Gm’ and n = Gn’ for m’ and n’ which are mutually prime.

By the definition of an exit move, a ji-exit can be moved to become a lk-exit of the resulting graph
if and only if there is &’ € Z such that j— k' = k(mod m) and i — k" = [(mod n). Assuming this holds,
let k' = j —k+mom = i— 1+ ngn for some mg, nyg € Z. We have that j —k =i — 14+ G(ngn’ —mem')
which shows that j —k =7 — {(mod G) and so i — j = — k(mod G).

Conversely, suppose that i—j = [—k(mod G) so that j—k = i—l(mod G) and let j—k = i—I4+k"G
for some k” € Z. Since m' and n’ are mutually prime, let mg, ng € Z be such that 1 = m/mgy + n'ny.
Hence, K'G = K"Gm'my + k"Gn'ng = K"mmg + k"nng so that j —k =i — [ + K'mmg + k"nng. Let
k' =i— 1+ k"nng so that j —k = k'(modm) and that ¢ — | = k’(modn). Thus, j — k' = k(mod m)
and i — k' = I'(mod n) showing that a ji-exit can be moved to become a [k-exit. O

4.6. Reduction and reducibility. We would like to introduce the inverse of an exit-move which
we refer to as reduction. Let us start with such consideration for cycle-to-cycle graphs.

Assume that E is a cycle-to-cycle graph for which there are 7 € m and ¢ € n such that
a(j—ml)(i—nl) 7é 0 and such that
> P (3)

ke{k|k=i—i'(modn)}

Ly

v

holds for every i’ € n. In this case, there is an operation inverse to a move of a ji-exit and we say
that F is ji-reducible. Note that the relation (3) trivially holds for ¢ such that I; = w. We say that
E is reducible if there are ¢ € n and j € m such that E is ji-reducible.

If E is ji-reducible and [aj;] is the connecting matrix of E corresponding to ¢ € [¢] and d € [d],
we define a single ji-reduction Freqn ji of E as follows. The quotient of Ei.q 1 j; is the same as the
quotient F. The c-to-d part of Fieq,1 j is determined by the connecting matrix a;,i, given by

i = @i+ 1, A1) im1) = GG-p1)ia1) — 1 and

Wy = ayy if (j'# jord #i)and (' #j —pm Lord #i—p1).
The graph Eieq1,; has the number of #'-tails equal to

li — > g

ke{k|k=i—i'(modn)}

if [, is finite and it has w i’-tails otherwise. If [, is finite, the cardinal subtraction is subtraction of
finite numbers because if [; is finite and relation (3) holds, then |P,’] is finite for any k such that
k =i —i'(modn). The scenario when both sides of relation (3) are w is considered in section 4.7.

By the definition of Eyeq 1 ji, we have that Eeq:1j —1 E holds. Hence, the algebras of £/ and
Eieq1,j; are in the same graded *-isomorphism class. Thus, if £ is ji-reducible, there is a graph F'
such that F' —; FE is the move of a ji-exit. The converse also holds: if there is such a graph F)
then a¢;_, 1)i—,1) # 0 and relation (3) holds. We use this condition to define reducibility for S-NE
graphs with composition length larger than two in section 5.

If Ered i is j'i'-reducible, we let Eieqoji v be the graph (Eied ji)red,1,j:- Continuing this ar-
gument, we define Ered,l,j1i1,...,jlil as (Ered,l—l,ju'l,...,jl,lil,l)red,l,jm- We write Ered,l,ji for the graph
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Ered ,(—m(=1))(i=n(1=1))os(i=m 1) (i=n1),ji WHET€ Elred 1 (i1 (1=1))(i=n(I=1))er,(—m 1) (i—n1),ji —1 & is the move
of the same ji-exit [ times.

Let F be a graph in which [; is finite for at least one 7. If E is not reducible, we say that E
is reduced and write ' = F,.q. If E is reducible, the process of reduction terminates after finitely
many steps producing a reduction E,.q of E. If FE is a graph with [; = w for all ¢ € n, we say that
E' is ji-reduced for every j € m and ¢ € n. We also say that E is reduced and write £ = E\q. Thus,
the case [; = w for all ¢ € n is the only case when a graph is both reduced and reducible.

We are interested in one particular type of a reduced graph — a graph reduced only with respect
to full revolutions of exits. If m > 0, n > 0, and if L is the least common multiple of m and n, let
Nj;i» be the number of '-tails added to w; when a ji-exit is moved L-times. An explicit formula
for Nj;; can be obtained using formula (1) but we do not display it since we do not use it.

We repeat the process of defining a reducible and a reduced graph, but by considering reduction
of exits only for a full L-revolution instead of a single exit move. In particular, if E is such that
there are j € m and ¢ € n such that a;; # 0 and such that {; > Nj;» holds for every ¢ € n, then £
is L, ji-reducible. We say that F is L-reducible if it is L, ji-reducible for some i € n,j € m.

Let E be a graph in which [; is finite for at least one ¢. If E is not L-reducible, then E is L-
reduced. If F is L-reducible, the process of reduction terminates after finitely many steps and it
produces an L-reduced graph which we refer to as an L-reduction of E. If E is a graph with [; = w
for all i, we say that E is L-reduced. We can unify the two cases by stating that E is L-reduced if
and only if for every j € m and i € n, if Eieq 1 ji is defined, then E = E,q 1, ji.

Let E be the graph below where [y and [; countable cardinalities. This graph is reduced if and
only if both [y and [y are in {0,w}. This is because if 0 < [y < w, then F can be 01-reduced and, if
0 < l; < w then E can be 00-reduced. Two consecutive moves of any of the exits create one 0-tail
and one 1-tail, so E is 2-reduced if and only if at least one of {y and [; is in {0,w}.

(L)

Next, let E be a graph with an infinite-emitter. If there is F' such that F' —; E and E is obtained
by a move of a Oi-exit, we say that E is Oi-reducible. We define a 0i-reduction, 0i-reducibility, and
being reduced analogously as for m > 0. Instead of L-reductions, we consider reductions with respect
to Oi-exits such that ap; = w and we call such reductions w-reductions. Thus, E is w-reducible if
there is a graph F such that F' —; E holds and it is a move of a 0i-exit with ag; = w. We say that
E is w-reduced if E is either not w-reducible or if it is isomorphic to any of its w-reductions. For
example, let E be an infinite-emitter-to-sink graph with quotient consisting of a single vertex, with
the infinite spine length, and such that ay; = a(; = w for all 0 # i € w and with agp < w. Then E is
reduced if any only if [; € {0,w} for ¢ > 0 and F is w-reduced if and only if [; € {0,w} for i > 0.

A cycle-to-sink graph FE is ji-reducible if ' —; E for a graph F' such that E is obtained by
moving a ji-exit of F' where j € m and i is less than or equal to the spine length of F'. We define
the concepts of a ji-reduction, of ji-reducibility and of being reduced analogously as when n > 0.

If £ is the spine length of a cycle-to-sink graph F, and if all exits except those with range w;, are
moved until they end in wy, then the spine length of the resulting graph is still k. We are interested
in graphs reduced up to the exit moves which would increase the spine length. In particular, we
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say that F is spine-reducible if there is F' and [ such that ' —; F and F' has shorter spine length.
If F is not spine-reducible, we say that FE is spine-reduced.

For example, let us consider the class of graphs with their quotients being a single loop and
with H; having the spine of infinite length with infinitely many ¢-tails for all + € w. Let Ej be one
such graph with the connecting matrix [ag], ¢ = 0,...,k and with k& > 0. Let E,_; be another
such graph with the same quotient and the tail graph as E, and with the first £ — 2 entries of the
connecting matrix the same, with the spine length k& — 1 and with ag—1) + agx at the & — 1-spot of
the connecting matrix. The graph EJ, is the result of moving ag,-many of 0(k — 1)-exits of Ey_;. We
can continue this process to obtain Ej_s so that Ey_o —,, _, Ex—1 and so on until £y is obtained.

The spine length of Ej is zero, its connecting matrix is [Zf:o aoz] , and FE) is spine-reduced.
Ix1

4.7. Tails cutting. Reducing a graph limits the number of tails if the number of tails obtained by
an exit move is not infinite. To be able to control this case also, we consider another type of tail
minimization. The following example illustrates this.

Example 4.5. Let E, E’ and F be the three graphs below. The graph E’ is obtained by moving
the only exit of E. The graph E’ is also obtained by moving the (only) exit of F. All three graphs

are reduced.
(w) Q Q (w) Q Q (w) (w) Q Q (1)

o —> 0 ——> 0 [ ] [ ] [ ]

Let vy be the exit-emitter in all three graphs and let wy be the vertex of the terminal cycle. Let
6p : E — E' and ¢p : F — E’ be the exit moves. They both induce POMP-isomorphisms given
by [wo] — [wo] and [vg] > [vo] + t[wo] = [vo] + [wo] with inverses such that [vg] — t[vg] + t[wo] =
t[vo] + [wo]. So, the POMP-isomorphism f = 61;1@ : ML — MY has [vg] = [vp] and, hence, it is
the identity map on the monoid level but not on the graph or the algebra levels. If g is the exit,
{gn | n € w} is the set of O-tails of vy, u, = s(gn), f1 is the 0-tail of F, and w; = s(f;), a graded
x-isomorphism which realizes f can be obtained by

wy = 919979y, f1 > 919d", Un = Up — Gng9 Gy + Gnr199 9y a0d Gn = Gn — Gng9" + Gni199"

and by mapping all other vertices and edges of F' identically onto themselves. It is direct to
check that such a correspondence extends to a graded x-monomorphism with the inverse such that

U uy — 9199797 + w1, g1 = g1 — g199" + fidg*, and
Up, ¥ Uy — G997 G + Gn-199" g1 for n > 1, and ¢, = g — 9n99" + gn-199" for n > 1.

In examples like these, if E’ is obtained from an exit move which increased the number of i-tails
by w for some i, we would like to highlight the fact that F is obtained from E’ by the inverse of such
exit-move which is decreasing the number of tails by the maximal possible number. In contrast, the
inverse of the exit move producing F' from E’ is not such. Based on this, we define a cut graph as
follows. Note that the graphs E and F' have isomorphic quotients and equal connecting matrices
so only the number of tails differentiates them.

If graphs have a sink, the tail cutting process requires some additional consideration so we
consider this case first. We let E. = F if F/H is finite. Let k; be the length of the tail graph and
let C(i) stands for the following statement for ¢ > 0.
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C(i) There are j, j' € m,i’ € k;, and k', € w such that |P?| = w,a;y # 0, and [ +K|c|+d(j,5") +
i =1i.

If C(7) holds, we say that i-tails are cuttable. Note that here we are treating the edge of the spine

from w; 1 to w; as an ¢-tail. This will enable us to decrease the length of the spine of the tail graph
if (ky — 1)-tails are cuttable.

If m = 0, the condition C(i) simplifies to:
There are ¢’ € k;, and [ € w such that [P;°| =w, aoy # 0, and [+ =1i.
The following example illustrates our approach to the tail cutting in the n = 0 case.

Example 4.6. Let Fy, F5 and E, be the three graphs below. The tail graph is the only distin-
guishing elements of the three graphs and their ['-monoids are indistinguishable.

(@) Q (w) Q

° ° oo oWt °

(w) Q

oo oW1 o2

wo w1 w2 w3

[ ] [ ] [ e

The quotient graph has spine length one. We consider one edge of the quotient graph ¢; to be
the spine of the quotient graph and we let u; = s(g;). Let u,, be the other sources of the quotient
graph and g, be the edges for n € w. Let e be the loop and g the exit in each graph and let f, be
the edge which w,, emits in each graph forn =11in F;, and n =1,2 in Fy, and n > 0 in E,,.

In this case, all i-tails for ¢ > 0 are cuttable in F5 and E,,. These graphs have no tails for ¢« > 0 but
we can shorten the tail graph spine. The porcupine graphs of all three graphs are 1-S-NE equivalent
to the graph below and the existence of a bijection of the sets P*° of these graphs enables us to
define the tail cutting maps.

........... > @ o ) .wO
(w) T (w) ] (w) [ T
° ° ° oW1

We obtain one such bijection by matching f5f; of Ey with gog of E1, and gog of E5 with g,g of Ej.
Continuing this consideration, we match g,g of Es with g,.19 of E; for n > 0. This bijection gives
rise to the tail-cutting operations tcy : Fo —>cut ££1 and tail-creating operation Lgult c By —eut—1 B
defined similarly as in Example 4.5. The vertices v, wg, wi, and u; and the edges e, g, f1, and g; are

mapped identically on themselves by both maps. The map tcyt is such that

W 7> 9099" 9o, Un = Un = 9n99 Gn + Int199 Gny1s S2 > 90915 Gn v Gn — 999" + G199
which implies that tcut(9.99"9) = gn+199* 9,1 for n > 0. The map Lok is such that

cut
Uy = Uy — gogg-go + Wa, Un > Up = Gng9g G + Gn-199" gn_1, forn >0

91— 91— 9099 + 219" gn = 9o — 9n99" + gn-199" for n >0
so that 1o (90g9™95) = w2, tom (909 f7) = fo, and that 12} (999" g5) = gn-199"9};_, for n > 0.

It is direct to check that the maps extend to mutually inverse graded *-homomorphisms. The
maps Tey and i, are identities since [g,99%g%] = t*[wo] = [g199*g;] for any n > 0 and [ > 0.

Let us consider E, and F; and the bijection of paths ending at wy in the two graphs given by
matching fof1 with gog, f3fofi with gieg, fafsfofi with g.e?g, and so on. This bijection gives rise
to the tail-cutting operations tcy @ F, —cut F1 and tail-creating operation [,C_ult By —eu—1 B
which map the vertices vy, wy, w; and the edges e, g, fi identically on themselves and which are
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given on vertices by formulas below where €° stands for vy and e~ stands for (e*)" for n > 0. We
also shorten the notation of e”gg*e™" to e, for n > 0 and we let ¢y = gg* so that

Wy, = gn726n7292—27 fOI' n 2 2 fn — gn7266n739;—3 fOY n > 27 f2 — 909f1*a

n—1 n—1 n—1 n—1
Up, > Uy — Zgnejg,’i + Zgn+1€jg;+17 Gn ©r Gn — Zgnej + Zgn+1ej for n > 0.
=0 =0 =0 =0

With these definitions, we have that teu(gneg’) = Gn1€1Gpq forn>0and I =0,...,n — 1 and
Leut(Gn€19%) = gnerg: for [ > n. The map (-, is such that

cut

n—1 n—2
9o = 9o — go€o + f2/19",  Gn > Gn — Zgnej + Zgnqeg‘ + fusifo. - frgte” " for n > 0.
=0 =0

It is direct to check that the maps extend to mutually inverse graded *-homomorphisms.
If £, is the graph below, its algebra is still graded *-isomorphic to that of Ej.

(w) Q

° ° oo oW1 P PRI S
(w) T (w) ] (w) T
° ° °

We can choose to map fofi to gog, fafafi to gaeq, fifsfofi to gae?g and, continuing this trend,
fi...fito gz(l,Q)el_Qg = gy_4€72g for 1 > 2. If w( ) are the sources of tails f(; ) ending at w; for
[ >0, we can choose to map fo)f1 to gengfi and

fany fi--- f1 to 92(1—2)+2n+261719 = gorran—2e' ‘g for I > 2 and n > 0.

Let teyt map vg, wo, wr, Uy, €, g, f1, and g; identically onto themselves and let
Wy > Gar—4€1-2Ga_g, fOr 1> 2 fi— gygee; 395 ¢ for 1 >2, for gogfy,

W(in) Fr G2142n—2€1-199149n—2>  J(n) V> G2i42n—20€1—205_4 for 1 >2,n>0
5] 5] EX 5]
Up = Uy — Zglejgl* + Zg2l+1€jg;l+1a gi—= g1 — Zglej + ZngJrlej for 1 >0
J=0 J=0 Jj=0 j=0
where | L] is the floor function returning the value £ if { is even and 521 if 1 is odd. It is direct to check

that tey extends to a graded *-homomorphism. The inverse ¢ can be obtained by considerations
as in the proof of Proposition 4.8.

The edge fi cannot be cut from any of the graphs since 0-tails are not cuttable for these graphs.

The approach to obtaining the cut maps and their inverses in the previous example generalizes
to arbitrary graphs. We continue to consider graphs with sinks first.

Definition 4.7. Let [; be the number of i-tails of a graph E with a sink for ¢ < k;. We define the
cut form E.y of E so that its quotient, d and the c-to-d part are the same as for £ and the number
of tails is specified as follows. For i < k, E. has [; i-tails if i-tails are not cuttable and it has zero
i-tails otherwise. For the rest of the tails, if any, we consider the following cases.

(1) There is no kg € ki, ko > k such that i-tails are cuttable for all i € ky, i > ko. Then, the
number of ¢-tails is {; if i-tails are not cuttable and zero otherwise.
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(2) There is kg € ki, ko > k such that i-tails are cuttable for all i € k;,i > ky. The length of
the spine graph of E. is kg in this case. For i < kg, the number of 7 tails is [; if ¢-tails are
cuttable and zero otherwise.

We say that a graph E' is cut or that it is in its cut form if E = F.y.

For example, for F,, E,, and E,,,, of the previous example, ky = 1 and the tail spine length of
E,, E,, and E,, can be reduced to one.

Proposition 4.8. If E is a graph with a sink, the map tews : EF —ew Fewt ertends to a graded
x-isomorphism of the corresponding algebras.

Proof. We fix some notation first. Since E has a sink, |d| = 0, so we can use “n” for other values
throughout the proof.

For i € ky, let [; be the cardinality of i-tails, for ¢ < ky, let w; be the vertices on the spine of H;
emitting the edge f; on the spine and let f(; ) be the i-tails for n € I; and w(; ) be their sources.
Let C C k; be the set of all ¢ such that i-tails are cuttable.

For j € mit m > 0 and j = 0if m = 0, let k; be the spine length of E%. For [ € k;,l > 0,
there is a unique path p;;_; of length [ — 1 ending at v; by the definition of 1-S-NE canonical form
of a 1-S-NE graph with a sink. Let g;;,,n € |P,’| — 1 be the edge of E% ending in s(p;;_1) and
originating at a source w;;, = $(gjin). S0, gjin,m € |P;’| — 1 are the tails to s(p;;—1) and the
remaining element of the set of the first edges of paths in P;” is on the spine of E%.

Let ¢; be the element of [c] starting at v;, let ¢;;» be the shortest path from v; to v;, let g be
any j'i' exit if a7 # 0, and let d; be the part of the tail graph spine from w; to wy.

Fori € C, there are j;,l;, k;, j;, and 4 such that |77l1:” = w, ajy # 0, and li+kilc|+d(js, j;) +i; = i.
This enables us to map f;;1d; if i < ng in case (2) and f(;,)d;, in any case, to

ki
G ls,o (n)Pli—1Cj, Cij Gt i

where o(n) is appropriately chosen value we specify in the rest of the proof and which depends on
cases (1) and (2) and on whether [; is finite or not. No matter our choice of o(n), the lengths of
the corresponding paths match because l; + k;|c| + d(ji;, ji) + 1+, =1+ 1.

Let us consider the case m > 0 first. Let JL = {(j,]) € m x k; | j = j;,1 = ; for some i € C'}
and, for (j,1) € JL, let

CjJZ{iEC ’ 7= 7Ji l:lz}

Note that any of C, JL, and C}; can be infinite. For every (j,l) € JL, let us index the elements
of Cj; as 410,711, - .. where the list ends after finitely many steps if the cardinality of C; is finite
and it is infinite otherwise. The indexing of C;; enables us to assign a unique triple (j,1,n) such

that (j,/) € JL and n € |C};| to any ¢ € C. We denote this correspondence by i — (j;,l;,n;) and
its inverse by (j,1,n) > i¢1). Note that even when Cj; is infinite, for any n € w, the set

Cj,l,gn = {Z c CjJ ‘ n; S n}

is finite. If Cj; is finite and n > [C}f, then Cj;<n = {iju0,---,%0)0,,-1}- If Cj; is infinite,
Cii<n={ij105---,1j1n} for any n € w.

We start to create a map teyt : E —eut Feut- Let us shorten

ki
Di;—1€;, Cjij;gj;i;di; to g and gq to e;.
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It is directly to check that the elements e; are orthogonal to each other, that e;q; = ¢;, that ¢fe; = ¢,
and that the quintuple (I;, j;, ki, ji, ;) is unique for i € C.
With the introduced abbreviations, for i € C and n’ € [;, we let
Gjiti2ni42n @i if (1) holds or if (2) holds and i < kg
f(i n’)di — e . .
’ Gji i 2ni+2n/+2¢;  if (2) holds and i > kg
If (1) holds, then we map d; to d; for any i € k;. If (2) holds, then we map d; to d; for i < ko and,
for © = kg +n,n > 0, we treat fy,1nt1 = fi+1 as a ko + n tail and let
div1 = fix1di = Gj; 120U
so this agrees with the formula for the image of f; ,/yd; in the sense that it explains the lag of “+4-2”
in the formula for the image of f(; )4, the case that (2) and i > ko hold.

We extend (o to E° U E' by the formulas which ensure that the axioms hold as follows. We let
Leus be the identity on the vertices and edges of ¢, d, any c-to-d path, any non-cuttable i-tails for
i € ki, the spines of E% for j € m and on the tails of s(p;;—1) and their sources for all j and [ such
that (j,l) ¢ JL. For the remaining tails, we let
finry = fannydid; = teus(flandi)teus(di)*s Winy = Fany fGnny = tent(fin))tent(fann)™ forn €
If (2) holds and ¢ > ko, we let fiy1 = dip1df — teut(dig1)teut(d;)™ and

Wigr1 = Lcut(fi—l—l)bcut(fi—&—l)* - Lcut(di—i-l)l/cut(di>*bcut(di)l/cut(di+l)* - Lcut(di—i-l)l/cut(di—&—l)*'

With these definitions, for n € w,
Lcut(fiJrl)*Lcut(fiJrl) - Lcut(di)[/cut(di+1)*Lcut(di+l)Lcut(di)* = Lcut(di)bcut(di)* = [/cut<wi)

and one checks that
Leut (f(z,n’) )*Lcut (f(z,n’) ) = leut (di)bcut (f(i,n/)di)*bcut (f(i,n’)di)bcut (dz)* = lcut (di)Lcut (dz) t = Leut (wz) .

We define the images on the rest of the vertices and edges of EY next. For n’ € w we consider
the floor function L%/J, returning the value %l if n’ is even and % if n’ is odd (same as in Example
4.6). For (j,1) € JL and n' > 0, we let

9jln' 77 Gjln’ — E 9jin€i+ § 91,20/ +1€;,
ieC

€0 <1 1€

PARIE S
and w1 = GjinGii Leut (i1 ) teut (Gj0n) " Defining teye (%) to be tewt(g)* ensures that the

extension is a *-map. We have that tcu(e;) = e; for every i € C. Thus, for (j,1) € JL and i € C

teut(Gjim€i) is 0 if i ¢ Cj; (and gj;nve; = 0 in this case also)
ng,n/ei le < Cj’l - ijl:SL%/J

; e, iHieC. an
9ib.2n'+1€i JESES

. . - . .
This ensures that ey (gj,l,n/eingm/) = 120/ +1€i0} | onr 41 for all i € CjJSL%’J'

It is direct to check that the axioms hold so the above map extends to a graded x-homomorphism
by the Universal Property. The extension is injective by the Graded Uniqueness Theorem.
We aim to define the inverse of ¢ next. First we consider the values of such inverse on elements
of the form g;;,ve; for (j,1) € JL and i € C};. For i € le<L2—"’J = Cji<n', 1 = i(jkm, for some
Wy = 2 -

n; < n'. Hence, n’ = n; + n for some n > 0. This enables us to define Lgult(gj,lm/ei) as
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Gjln'€; ifiGle—C L 4

Gjln €i 1fn—2n—|—1andz€C’l<LnJ,

fumdiq ifi e C <L) 2n’ = 2n; 4+ 2n for n > 0 if (1) holds or (2) holds and i < ko,
2

fumdiq ifie C ) and n' = 2n; + 2n + 2 for n > 0 if (2) holds and i > ko,

div1gf  ifi € C’ j/ and 2n' = 2n; if (2) holds and ¢ > k.

5]

With ! defined on 9¢j ) €is We automatically have that g .y = Lcut(ecut(g(j’lm/))) if we let

Lt GGea) = Giewr + > tew(Giiwe) = D te(Giazne)

e
€0 <19 <1

cut

and one checks that g, = Lcut(L;ult(g(jjlm/))). Finally, we let ;) = 9(G.1n) 9, ]ln be mapped to
Leut (9,10 teut (9(mry))* for (4,1) € JL and n’ € w which ensures that (CK2) holds for these images.

It is directly to check that i and (e are inverse to each other.

If m = 0, the only possible value of j is zero, so some definitions simplify and some formulas are
shorter. For example, the elements ¢; become py,—1go;d;;, the set JL becomes the set L = {l €k |
[ =1, for i € C'} and the sets C;; become C; = {i € C' | [; =1} for | € L. With these modifications,
the definitions of ¢_; and tc,; are analogous to those in the case m > 0. Note that if the spine length
k is infinite, the case (2) cannot happen (because k = k; in that case). O

Let us move on to the case when E has a proper terminal cycle in which case we continue to use
n only for |d| > 0. Let E.y be the graph with the same quotient and c-to-d part as E. If E/H is
finite, Fey = E. If F/H is infinite, let d(j, ;') stands for the length of the shortest path in ¢ from
v; to v} and let C(i) be the following statement.

C(i) There are j,j' € m,7 € n, and ¥',l € w such that |P’| = w, ayy # 0, and [+ k'|c| +
d(j,7") +n —i' =n—i(modn).

If m = 0, we have that j = j' = |¢| = 0 in condition C(7) so it simplifies as follows.
There are i’ € n, and | € w such that |P°| =w, apr #0, and [+ n —i =n —i(modn).

We say that the i-tails are cuttable if C(i) holds or if there is j € m such that P’ is nonempty
for infinitely many [ (equivalently, the spine of E% is infinite). In this last case, we also say that
i-tails are cuttable for every ¢ € n. Using the introduced terminology, if /; is the number of i-tails
of E, then FE., has [; tails if i-tails are not cuttable and it has zero i-tails otherwise.

Condition C(i) for n > 0 is completely analogous to condition C(7) for n = 0 except that n — i
and n — 7' in the last equation for n > 0 are replaced by i and ¢ for n = 0. This is due to the fact
that the distance from w; to wg is n — ¢ if n > 0 and it is ¢ if n = 0. Since mod 0 is trivial relation,
the presence of modn in the n > 0 case matches the absence of mod0 in the n = 0 case.

If n > 0, then n plays the role of both k& and k; and condition (2) never holds. If F is a graph
with n > 0 and such that E% has finite spine length for all 7 € m, then the proof of Proposition
4.8 carries when using n instead of k;. The proof is simplified since condition (1) is always in effect.
This enables us to have the tail cutting operation t¢y; @ £ —cus Fewr Which cuts all cuttable tails of
E and produces E. for graph with proper terminal cycle.

Assume that F is a graph with n > 0 and such that £ has infinite spine length for some j € m.
If m > 0 and L is the least common multiple of m and n, let E’ be the graph obtained by moving
any exit of £ L times. If m = 0, let £ be the graph obtained by moving any 0i-exit of £ with
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ap; = w. In each case, E' has infinitely many i-tails for every i € n and E.,; is defined as the graph
with zero i-tails for every i € n. Let ¢ be the move operation which transforms E to £’ and let ¢y
be the same move but applied to E.,. It produces E’ also since infinitely many tails are created
by such operation. Thus, we can let ity : E —cut Fews be ¢c_u1t¢E so that L;}t = gb,}%eut.

4.8. Canonical quotients. Next we turn to the quotient £/H. We introduce some terminology
needed for the m > 0 case. We say that FE is a single exit-emitter graph if only one vertex of ¢ emits
exits. If m = 0, this trivially holds.

Let vg,...,v,_1 be the vertices of ¢. Recall the definitions of the sets Plzj , 7 €mand P% =
Uo<rew P,:j and graphs E',j € m, from section 3.4. We say that E% is the j-quotient graph.

First, we ensure that the j-quotient graph is in the 1-S-NE canonical form for all j € m. Let
¢; be a graded *-isomorphism of E% and its canonical form Egi, and let £’ be the graph obtained
from E by replacing E% with Eei,. Let ¢ be the identity on the subgraph generated by H U ¢ and
let it be ¢; on E%. Thus, ¢ is defined on E°U E' and we let ¢(e*) = ¢(e)*. It is direct to check that
the axioms (V) and (CK1) hold. The axiom (E1) trivially holds for edges with sources in HUc° and
for edges of E/H with ranges not in ¢, it is sufficient to consider an edge g € P,’ for some j € m.
By the definition of the canonical form of an acyclic graph with a sink, ¢(g) is another edge in P,”.
So, ¢(9)9(r(g9)) = ¢(g)v; = ¢(g). The axiom (CK2) holds for vertices in H U ¢ since it holds in £
and it holds for vertices of £ — H since it holds for the images of ¢;. By the Universal Property
and definition of ¢, ¢ extends to a graded *-monomorphism. By considering the inverse of ¢;, we
obtain the inverse of ¢, so ¢ is a graded *-isomorphism.

If m =0 or m = 1 this is all that is needed: we let Eianquot be the graph obtained by replacing
E/H with (E/H )can in E. From here to the end of the section, we assume that m > 1.

When each j-quotient graph is in a 1-S-NE canonical form, we let k; be the spine length of £
for any j € m and we consider the feasibility of an operation which would “move” Evi-m! to E"i.
Such an operation is possible under the following conditions.

e The vertex v;_ 1 does not emit exits.
e The graph E" has at least one edge, i.e. k; > 0.

If there are no edges other than those in ¢ in £'/H, then we say that any j € m is feasible and we
let Fea = m. If E/H has edges other than those in ¢ (equivalently E° — H — ¥ # (}), we determine
the set of feasible vertices by the following process consisting of “moving” as many of j-quotient
graphs in the direction of ¢ and then considering the length of their spines.

If the two conditions are met, we define an operation which produces a new graph with the
(7 —m 1)-quotient graph consisting only of a sink and j-quotient graph consisting of new edges and
vertices obtained by “moving” EY-m! to EY. For simplicity, let us assume that j = 0 and let Ej
be the new graph we aim to define.

The graph Ej has the vertices and edges of ¢, c-to-d, d and the tail graph the same as £ and we
use same labels for these elements. Every j-quotient of Ej is isomorphic to that of F if j # 0 and
j # m — 1. So, it remains to define the zero- and (m — 1)-quotient of Ej.

For j € m, let p{ = e{e{_l e e{ be the path on the spine of E% of length [ < k; and glji be the
edges of the tails ending in s(p]_,). Thus, {e/p,_,} U{glpl_, | i € |P’| — 1} is the set P,”.

We consider whether k,,_1 +1 < kg or k,,_1 +1 > kq. If s is any countable cardinal and F is the
first graph below, it has k,,,_1 +1 =1+1 < ky = 2. The second graph below is Ej in this case. If F
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is the third graph below, it has k,,_1 +1 =1+ 1 > ky = 1 and the fourth graph is Fjy in this case.

exits . exits .-

o [ ] [ ]
T T (k)
[ ] [ ] [ ]
exits . exits
@ i > @Um—1 ____5 V0 ... > @ i > @Um—1 ___5 V0 ... >

If ko1 + 1 < ko we replace g~ ! for i € [P;/"""|,i # 0 and €]""! by new tails f((}H)Z., where i
now ranges in ¢ € [P, |, ending at the source of p) for all | < ky,—q. If kyq + 1 > ko, we do the
same but only for [ < ky. For [ > ky and | < k,,_1, we move the portion of EV»~! below the root
of s(pzzill) to E" so that its spine now becomes ko + (k-1 — ko + 1) = k1 + 1 and we continue
to use p) for the path of length [ on the spine where [ now ranges from 1 to k,, 1 + 1. The added
[-tails to this new portion are f} fori € [P/ '|—land l=ko+1,...,kn_1+ 1.

Let e,,_1 be the edge of ¢ from v,,_1 to vg. If k,,_1 + 1 < ko, we define a function ¢ mapping
i) em_1 to fgﬂ)ip?,i >0,i € |P/™ " and ¢ 'p" e, 1 to f(olﬂ)op? forl < kp_1. Ifkp_1+1>
ko, the images of ¢ are the same for [ < ky. For | = ko, ..., ky_1, we map p/" 'e,_1 to p?+1 and we
let gb(glipleem_l) = f8+1)ip? where now ¢ takes value zero also and i € [P/ "|. Since every edge
in E% is equal to pg* for some [ and p € P/""" and ¢ € P,™y", this enables us to define ¢ on the
edges of E'm=1 by ¢(p)é(q)*. Every source of such an edge is mapped to ¢(p)o(p)*. Defining ¢ on
the ghost edges by ¢(g*) = ¢(g)* assures that the extension is a *-map. We map the rest of the
elements of £ and FEj identically onto themselves. It is direct to check that the axioms hold for
these images, so ¢ extends to a graded s-monomorphism. Checking (CK2) critically involves the
fact that v,,_; does not emit any exits in E. There is an inverse of ¢ defined by moving the new
paths of Ej back to their originals in E. Hence, ¢ extends to a graded *-isomorphism.

We refer to such move of the (j —,, 1)-quotient graph to the j-quotient graph as a one-step move.
If m > 2, we consider the scenario when E%-=! consists only of a sink and we intend to move
Evi-m2 to E%. This is possible under the following two conditions.

e The vertices v;_ 1 and v;_, 2 do not emit exits.
e The graph E" has a path of length two, i.e k; > 1.

The operation transforming F to a graph with both (j —,, 2)- and (j —,, 1)-quotient graphs
consisting only of sinks is defined analogously as for a one-step move and we refer to it as a two-step
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move. The figure below illustrates one such move for a graph with m > 2.

. 7 . 7
exits .- exits .-
@ s > @Um—2 oVm—1 @Y0 ... > @ s > @Um—2 5, ¢ — > @Y0 ... >
(F»)T
[ ] [ ] [ ]
[ ] [ ]
(%)
[ ] [ J L]

For any ¢ € [¢c], one can move the exits to start at s(c) and then make a maximal possible number
of all step moves towards s(c). If any of such step moves is possible, we let Ecanquot.c be the graph
resulting from all such possible step moves. Otherwise, we let Ecay, quot,c be the graph resulting only
from moving all exits to s(c). We say that Eeanquot.c 1S the canonical quotient graph with the single
exit-emitter s(c). If m > 1, the different canonical quotient graphs do not have to be isomorphic as
the following example shows. If E is the first graph below, ¢ is the cycle with s(c) = vy and ¢; is
the other element of [¢], then the second graph is Ecanquot,c and the third is Eean quot.c; -

(1) (li+2) (Li+1)

N 2 R N

vo

The consideration of Ecan quot,c has the following advantage. For any F, we have that
|P°| =[P + 1, [P°] = [P UP™ ™ [+ 1, [P =[P U [Py [U P +1...
If E is a canonical quotient with vy as its single-exit emitter, then
[P = [Pi°] + 1, [P5°] = [P3°| + Lor [P°| = [Py [+ 1,
|Ps°| = |P3°| + 1 or |PY°| = |Pym ™'+ 1or |P°| = |P™ ™| +1...
So, only one of the P-sets impacts the cardinality of a P-set.

In particular, for every j € m, the graph generated by the vertices of R(v;) has a simple form:
if the spine length of E* is longer than m then Ec, quot,c 1 such that only E* has edges. If the
spine length ko of E" is shorter than m, then FEcanquot., Where ¢ is such that s(c) = vy, is such
that E% = {v;} for all j = m — ko, ... m — 1. More generally, if the j-quotient graph contains edges
and k; is its spine length, then the l-quotient graph for I = j —,, 1,...,5 —p (k; + 1) is {v;}. This
enables us to choose preferred locations for moving all exits to: we say that v; is 0-feasible if the
spine length k; of E% is the maximum of the set {k; | j € m}. Let Feag be the set of 0-feasible

vertices. In the previous example, Feag = .

We say that v; € Feag is I-feasible and write v; € Fea; if |P;?| is the maximum of the set
{|P}?] | v; € Feag}. We continue this consideration and define Fea; for [ > 1. If at any point the set
Fea; becomes a single element set, we have a preferred location for moving all exits to. If the process
does not finish after finitely many steps, then the graphs £ are isomorphic for all j € Fea; where
[ is such that Fea; = Feay for all I’ > [. In this case, we stop at step [ and start considering the
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spacing between the Fea; values: consider the lengths [; of the path on ¢; between v; € Fea; and the
first next vj; € Fea;. Let Fea;;; be the set of all v; € Fea; such that the length [; is maximal. Then,
let Fea; o be the set obtained by considering v; € Fea;; such that the first j’-quotient graph which
has edges for vj; between v; and the next vertex in Fea;;;, has the same distinguishing features as
those considered when Fea; was being determined: longest spine first, then most 1-tails, then most
2-tails etc. If Feay is the resulting set, we move on to considering the second j’-quotient graph
which has edges for vj; between v; and the next vertex in Feay. We terminate the process whenever
any set Fea; becomes a single-element set. If this does not happen, we have that there is [y > [
such that Fea;, = Fea; for all I > l5. We let Fea = Fea;, and say that a vertex in Fea is feasible.

If Fea has more than one element, then the quotient graph has a complete symmetry in the
following sense: each two consecutive vertices in Fea are equally spaced by a period k£ and if v;
and v;; are two consecutive feasible vertices and v and v; 4 are another two consecutive feasible
vertices, then E%+i is isomorphic to E"/’+i for every ¢ € k. This symmetry enables us to define a
canonical quotient form Ecan quot @s any graph Eeap, quot,c With s(c) = v; and j € Fea. If we consider
more than one graph at a time, we write Feag for Fea.

For instance, in the last example above, Fea = Feag = .

Note that Eganquot may not be reduced because some exit moves were involved in its definition.
Reducing this graph does not change its quotient. We prove some further properties of Egan quot-

Lemma 4.9. Let E = Ey, be with m > 0. If vy = s(c) and v; = s(c;) are feasible, then Ecanquot,c
and Ecan quot,c; have isomorphic quotients and their algebras are graded x-isomorphic to the algebra
of E. Moreover, the following conditions are equivalent and any of them implies that Fea = {vg}.

(1) The spine length of E in Ecanquot.c @S at least m.
(2) The 1-S-NE canonical form of E/H is such that every vertex of ¢ has tails.

Proof. Since Egan quot,c 1s obtained from E by moving exits and considering step operations, corre-
sponding algebras are graded #-isomorphic. If (1) holds, then (E/H )., has at least one j-tail for
each j € m by the definition of a 1-S-NE canonical form. If (2) holds, then conditions for making
m-step moves are met in £ and we can move every E% to EY. Thus, (1) holds. This also implies
that j = 0, that Fea = {v} and that the spine of E" in Egu,quot 1S at least m. d

4.9. Canonical forms. We define a canonical form by first considering the canonical quotient in
order to ensure that the quotient is canonical. Then, considering a reduced and cut form of Egan quot
does not impact its quotient but it ensures that the number of tails is as small as possible. After
this, we move exits to certain form depending on m and n values which are specified in the definition
below. Finally, we L-, spine- or w-reduce (whatever is applicable based on the m and n values) and
cut the tails to regain the minimality of the tails. We shorten (FEred)cut t0 Ered cut-

Definition 4.10. Let E be a direct-exit 2-S-NE graph and let Ey be ((Ered,cut)can quot )red,cut- Move
the exits, if needed, as specified below and then, let E.,, be the L-, spine- or w-reduced and cut
form, whatever is applicable, of the resulting graph.

o If m > 0 and n > 0, then the required form is such that a feasible vertex is a single exit-
emitter and the ranges of the exits are among G =GCD(m,n) consecutive vertices of d. In
particular, for ¢ € [¢] and d € [d] such that vy = s(c) is feasible, vy is a single exit-emitter
and the vertices from w,_¢gy1 to wy are receiving exits. This is possible by Lemma 4.4.
Thus, E.., depends on the choice of ¢ and d.
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o If m > 0 and n = 0, the required form is such that ¢ emits exits only to the spine source.

elfm=0andn >0o0orm=n=0and k < w, the required form is a graph in which w;
receives either zero or infinitely many exits for ¢ € n if n > 0 and for : < k if n = 0.

e [f m =n=0and k = w, we impose no requirements.

If £ is a 2-S-NE graph, we let Ecan = (Fair)can- We say that F is canonical or that it is in a canonical
form if E = F,, for some graph F.

For example, let E be the first graph below. As E has only one feasible vertex, the canonical
form is unique up to a graph isomorphism. The second graph is Ecapquot and Eean.

N )

o ——>0 ——> @ [ ] [ [ ] ([ ]

Let Ey, E, and F be three graphs below in that order. Both vy and v; are feasible vertices of Ej
and both E and F are canonical forms of Ej.

N N

Note that E is obtained by moving the 00-exit and F' by moving both 10-exits. A graded x-
isomorphism of the algebras of £ and F' can be obtained by composing the inverse of the moves
Ey — E with the moves Fy — F. We generalize this observation in the following lemma whose
proof is contained in its statement.

Lemma 4.11. Let Ey be a direct-exit graph and such that Ey = ((Ep)can quot)red,cut and let E and F
be canonical forms of Ey. Let ¢g : Eg — E and ¢p : Ey — F be the move maps (composed possibly
with spine-reduction maps if m > 0 and n = 0) followed by the cut maps and let ¢ and ¢3' be
their inverses composed by the cut maps. Then, ¢F¢]}1 maps E to F' and ¢E¢;l maps F' to E.

We consider another example illustrating the impact of the number of tails on the graded -
isomorphism class of the corresponding algebra. Let us consider graphs of with m = n = 2 with the
quotient consisting of one edge ending in the cycle (so the range of such edge is the only feasible
vertex). A canonical form of such a graph has the form as in the figure below.

(1)

[ J o <——80

2.

If both agy and ag; are nonzero, then ly,l; € {0,1,2,w} and the possible values for the pair (ly, (1)
include any with at least one entry zero and (1,1), (1,w), (w, 1), and (w,w). If agy # a1, then all the
different possibilities for the [y and [; values correspond to different graded x-isomorphism classes
of the corresponding algebras. If agy = ay9, then the map interchanging wy and wy, their tails and
the exits they receive and which is the identity on other graph elements is a graph isomorphism.
This makes the algebra of a graph with (I, /1) graded #-isomorphic to the algebra with (,1ly), so
the number of graded *-isomorphism classes is smaller than when agy # ag;.
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If w tails are added to the feasible vertex of the quotient and if agy # 0, then the 1-tails are
cuttable, so [; = 0 in any canonical form. The 0-tails are cuttable if and only if ag; # 0.
[ ] [ J

1)
(w) aoo (lo)

If ap; # 0, a canonical form has [y = I; = 0. If ag; = 0, then [y € {0,1,w}. So, there are exactly
three graded *-isomorphism classes of algebras of such graphs.

The Toeplitz graph is a canonical form of any graph with quotient consisting of a single loop,
the spine of the tail graph being the spine of the graph and the tail graph having no tails.

Let us look at an example with m = 0 and n > 0. Let Ey be the first graph below where
0 < ap; < w. In this graph, the 1-tails are cuttable and 0-tails are cuttable if and only if ag; # 0. If
apy # 0, then a cut form has neither 0- nor 1-tails and a canonical form, the second graph below, is
obtained by moving all ag; exits and then cutting the resulting graph. If ag; = 0, then only 1-tails
are cuttable but then 0O-tails are reducible to zero if their number is finite. In this case, the second
and the third graphs are possibilities for a canonical form based on whether [ is finite or not.

(1)

o <—0 [ ] [ ]

Al ) y
(@) w (lo) (@) w (@) w (w)

[ ] [ ] [ ] [ J o —>0 —> 0 [ ] [ J [ ] [ ]

For an example with m = n = 0 and £ = w, let E be the graph below so that its connecting
matrix is [w ap; w agg w ags - . .]) where ao(2k+1) is finite for all k € w. Let 0 < I; < w for i > 0.

w3 w2 w1 wo
<13>T (h)T (znT (zo)T
[ ] [ ) [ ) [ ]

The 2k + 1-tails are cuttable for all £ > 0 and 2k + 2-tails are cuttable if agr41) # 0. In addition,
2k-tails are reducible to zero if their number is finite. So, the number of 2k-tails determines the
graded *-isomorphism class of the algebra of such a graph.

4.10. 2-S-NE equivalence. For 2-S-NE graphs F and F', we define the following relation.

FE ~ F if there are canonical forms F.,, and F,,, such that E.., = F..,

and we say that F and F' are 2-S-NFE equivalent if E ~ F holds. It is clear that the relation ~ is
reflexive and symmetric. We show that transitivity follows from Lemma 4.11.

Lemma 4.12. The relation =~ is transitive on 2-S-NE-graphs.

Proof. If E, F, and G are graphs such that F ~ F' and F' =~ G, then there are canonical forms F;
of E, F| and F, of F, and G, of GG such that Fy = F; and F;, = Gs. Let ¢p g, @ F1 — F5 be the
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operation from Lemma 4.11. Applying the same operation to G5 results in another canonical form

G of G and F, = (G5 implies F} = G1. Thus, F; = F; and F; = G hold, so F; = (G; holds. ]

There are graphs E and F' such that £ =~ F and E 2 F. For example, let E be the first and F
the second graph. The last graph is a canonical form of both £ and F' so we have that £ ~ F.

N N

4.11. Theorem 4.13 and its proof. In this section, we formulate and prove that GCC holds for
countable 2-S-NE graphs and we realize every POMP-isomorphism by a graph operation.

Theorem 4.13. The GCC holds for the 2-S-NE graphs. Let E and F be two countable
2-S-NFE graphs. The following conditions are equivalent.

(1) There is a POMP -isomorphism f : My — Mr.

(2) The relation E ~ F holds.

(3) There is a graded x-isomorphism ¢ : Lx(E) — L (F).

If (1) holds, there are canonical forms Eeon and F,,, and operations ¢g : E — Eean, U Fean = Fean,
and ¢p : F' — Fe.n, such that ¢F Lop = f.

The implications (2) = (3) and (3) = (1) are direct. In the rest of this section, we show that
(1) = (2) and that the last sentence of the theorem holds.

Before going any further, we fix some notation and establish a general set-up for two 2-S-NE
graphs F and F' and a POM? -isomorphism f between their I'-monoids. Let ¢ : F — E.,, and
¢r : I — F.,, be operations transforming the graphs to their canonical forms. We can consider
EF f ¢;31 instead of f and so we can assume that £ = E.,, and F = F,,.

Let E have composition factors Py and E/H and let 7y be the map induced by the inclusion
v - I(H) = Lg(F) and T/ be the map induced by the natural map 7p g : Lx(E) = Lg(E/H).
Let G be a hereditary and saturated subset of F° such that fix(JY(H)) = J'(G) and let 1 and
Tr/c be analogous to 1y and 7g/p. By the choice of G, fiy : J'(H) — J'(G) is a POMP-
isomorphism and f induces a POMP-isomorphism fE/H - M}, W s M}, /G such that the diagram

below commutes.
TE/H

— My

N

0— J"(G) T Mp O M

0— JU(H) 2~ ML 22

—=0

—=0

The two-cluster case. In the easy case when E has two connected components, the first row of
the above diagram splits and the existence of f implies that there is a splitting of the bottom row.
Thus, any two generators of M} are ZT[t,t !]-independent. This implies that that there are no
paths from any vertex of the cluster of F'/G to G (because there would be two Z*|t, t~!]-dependent
generators of ML otherwise). As F' = F., F has two connected components, one 1-S-NE-equivalent
to H and the other to E/H. Since E and F are canonical, their 1-S-NE components are canonical
also and, hence, isomorphic by Propositions 3.4 and 3.5. Thus, we have that £ = F. In addition,
there are x : Py — Pg and ¢ : E/H — F/G such that ¥ = fiy and ¢ = fE/u by Propositions
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3.4 and 3.5. This implies the existence of a graph operation ¢ which is defined on Py as x and on
E/H as v and which is such that ¢ = f.

The one-cluster case. Having the easy case out of the way, let us assume that E has only one
terminal cluster. As the previous paragraph shows, F' also has only one terminal cluster.

Let ¢,d, d, and d’ be the terminal cycles of E/H, F//G, Py, and Pg, respectively and let |¢| =

|| =m/, |d| = n, and |d'| = n’. We let ® consists of vg, ..., v,_,1 where these vertices are listed
in the same order they appear in ¢ and we let v, ...,v],,_ ,; be analogously ordered vertices of ¢/,
m
Wo, ..., Wy—,1 of d, and wy, ..., w),_ ; of d'.
n

By Propositions 3.4 and 3.5, the existence of fiy implies that Py ~ Pg, son = |d| = |d'| = n/.
By the same propositions, the existence of fg,y implies that E/H ~ F/G, so m = |c| = || = m/.

If n = 0, we have that f maps [wy] to [w(]. If n > 0, for any d € [d] and d’' € [d'], if f([s(d)]) =
t'[s(d")] for some i € n, we replace d’ with the element d” € [d'] which originates at w,,_ ;. If " # d,
relabel the vertices so that d” = d’. Thus, we have that f([wy]) = [w}] holds.

The m > 0 case. If n > 0, then E and F' are single exit-emitters. We can choose ¢ € [¢] is such
that vy is the single exit-emitter in £. We can choose ¢’ € [¢/] so that fr/u([vo]) = [vg] but we do
not have a guarantee that v is the single exit-emitter in /' — we will have this just after we show
Proposition 4.15. Regardless of whether n > 0 or n = 0, we have that fg,q([vo]) = [vf)], so

F([wo]) = £ [wg] + b(#) [wp]

for some | € Z and b(t) € Z*[t,t71].

If ap and ap are the connecting polynomials of E and F, we have that f([vo]) = t/™[vh] + bwj] =
tEDm ] 4 #map[w)] + blwh] by Lemma 4.1. Thus, while [ and b are not uniquely determined,
changing [ changes b in a specific way: increasing [ by one changes b to t™ap + b. This shows that
we can assume that [ > 0. We claim that we can choose b to be in Z*[t]. If n > 0, then [w(] = t"[w}],
so any tF[w)] with k < 0 is equal to t***"[w}] for k' € Z* large enough so that k+k'n > 0. If n = 0,
[w})] is incomparable. The elements of the form t*[w}] for k € Z are minimal elements and Dy does
not contain an element of the form t*[w}] for k < 0 (see [14, Proposition 3.4]). So, b € Z*[t].

By Lemma 4.1, we have that f([vo]) = f(t™[vo] + agwe]) = tUFV™[wf] + t™b[w)] + apw)]. As we
also have that f([vo]) = U] + M ap[wh] + blw)] and, as MF is cancellative, we have that

™) + blug] = e"bwh] + aple). (4)

If f=1([vh]) = t"™[vg] + ' [wo], the requirement that f~*(f([vo])) = [ve] produces

I+'-1
pUHT )m Z M g [ve] = [vo] = t(l-l—l')m[vo] + tlmb/[wo] + blwo).

Canceling the term with [vg] produces the first relation below and using f(f~'([v}])) = [vf] similarly
produces the second relation below.

+U'-1 I+'—1

(tlmb/ + b U)o Z tj agp UJO (tl b+ bl UJO Z tjmap (5)

Let |b] denote the number of terms of the form ¢ for ¢ € Z" of b (so the Z*[t] monomial of the
form kt' for k € Z* is considered to be the sum of k-terms of the form ¢*) and let the same notation
be used for any polynomial of Z*[t]. Equation (4) implies that [t™ap| + |b| = [t™b] + |ag|. Since
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b| = [t™b] and |[t'™ap| = |ag|, we have that |ap| + |b] = |b] + |ag|. After canceling |b|, this produces
the relation |ag| = |ar|. So, ¢ and ¢ have the same number of exits.

Next, we show that the quotients of two canonical quotient graphs with POM-isomorphic I'-
monoids are isomorphic and the following example illustrates this.

Example 4.14. Let E and F be the two cycle-to-cycle graphs below.

e SR o B

|

Both graphs have canonical quotients. The quotients are 1-S-NE equivalent but not isomorphic.
Since the number of vertices is small, one can check directly that there is no POMP-isomorphism
between the graph I'-monoids by considering the order-units. However, we cannot use the order-
units if the number of vertices is infinite, so we present an alternative argument: M contains one
element of the form ¢?[s(c)] and M} contains two elements of the form #2[s(c)]. Also, there are three
elements of the form t[s(c)] in M} and only two elements of the form ¢[s(c)] in ML.

Proposition 4.15. Let m > 0 and E, F, H,G,vy,v} and f be as in the rest of this section. Then,
vy s feasible and there is v : E/H = F/G such that t(vy) = vj.

Proof. Recall that we have chosen ¢ € [c] so that vy € Feap. If jy is such that v} is a single
exit emitter in F, we have that vi € Feap. If v is also in Fearp, we have that EY% & EY by
the definition of feasible vertices. By composing f with the POMP-isomorphism induced by the
operation of transforming the canonical quotient in which v} emits exits to the canonical quotient
in which v} emits exits, we can assume that f is such that f([vg]) = [vp] and that v emits exits.

This shows that it is sufficient to establish that v, € Fear . If Feap = (¢)°, this trivially holds, so
it is sufficient to consider the case when Feap is strictly smaller than (¢/)°. In this case, vj, receives
some edges outside of ¢. By considering the map fg,u, we have that E/H also has more edges than
only those in ¢, so vy also receives edges outside of ¢. Hence, the spine ko of £ is positive.

If kg > m, then vy is the only vertex in £//H which receives edges outside of ¢ (see section 4.8).
By Lemma 4.9, the 1-S-NE canonical form of £//H has tails for every j € m. By considering fg,m,
we have that the canonical form of F//G also has tails for every j. By Lemma 4.9, Feag = {vo} and
Feap = {v} }. We claim that jo = 0.

The generating interval Dg contains | P{°| = |P°|+1 elements of the form t[vy] (if the cardinality
|P1°|+1 is infinite, this means that Dy contains finite sums of the form [t[vg| for every finite cardinal
in |P°| + 1). Since f(Dg) = Dp, the number of elements of the form t[v] is also [P{°| + 1 on one
hand, and, on the other, it is |P1U6| = |73f6| + 1. So, |P}°| = |73f6|. Since |P;°| > 1, we have that
]Pf6| > 1 which implies that jo = 0 as Feap = {v} }.

Hence, it remains to consider the case kg < m. In this case, we consider the multiplicity of the
elements t'[vy] in Dg, for i > 0. Since f(Dg) = Dp, this multiplicity is the same for ¢'[vj] and
IPY| = [P If i = 1,... ko, |P| > 0, s0 |P/°| = |P®| = [P + 1 > 1. Since |P/®| > 1 holds
for every i = 1,..., ko, the spine length k}, of E% is at least ko. The existence of fg /i implies that
(E/H)can = (F/G)ecan, and vp,_g, has no tails in (E/H )can. Hence, v/ has no tails in (F'/G)can

m—ko
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and so E""~* has no edges in F /G. Thus, kj < kg. Since we also have kj, > kg, ko = k{,. For every
i < ko, |P°|+1=|P"|=|P"* =|P°|+1and so [P{°| = |P;®|. Thus, E* = E holds.
Let v,,,—;, be the first vertex before vy such that £V~ has edges. In this case, m — iy < m — ko,

s0 ig > ko and 4o+ 1 is the first integer larger than kg such that |P;fﬂrl| = |PX, =P 0|+ 1> 1.
This shows that ig + 1 is the first integer larger than ko such that E"n—io has edges. Since \Pﬁém\ =
[P | = |Pi" | +1>1for every i = 1,...,kp_j, the spine length &/, ; of E'm=i0 is at least
iy AS (E/H)can = (F/G)can, and vy, gy, _,, has no tails in (E/H )can, U;n*kO*km—iO has no
tails in (F/G)can. Thus, E"™*~nig has no edges in /G and so kj,_; < kp_j,. This shows that
i = Koo For every i = 1,... kp_io, [P0 + 1 = [P, | = [P, | = [P/ | + 1 and so

P 0| = |73:;”_i°|. Thus, Evmio = EYm—io holds.

We continue the argument by considering ¢; such that v,,_;,—;, is the first vertex before v,,_;,
such that EU7-io—u has edges and show that v, ; ; is the first vertex before v, ,; such that
E’m-io-i1 has edges and that E'm—io—i1 =2 EVm-io-i1 holds. After finitely many steps, the process
terminates and ¢ : E/H = F/G for some ¢ such that t(vg) = vj. As vy is feasible, v} is feasible. [

This proposition enables us to assume that F/H = F/G in the rest of the proof. If n > 0, we
claim that we can also assume that v is the single exit-emitter of F. Indeed, if v{ is not emitting
exits, then we can use Lemma 4.11 to consider another canonical form F” of Fieq .t Which has o]
emitting exits. Let 1) : F — F’ be the operation from Lemma 4.11. By considering F’ instead of
F, i f instead of f, and ¢} instead of ¢/, we can assume that fgu([ve]) = [vf] where both v, and
v;, are single exit-emitters.

At this point, we prove another lemma. It critically uses the fact that £ and F' are in their cut
forms and it does not hold without that assumption, as some of our earlier examples showed.

Lemma 4.16. Let E = FE. and F = F_.y be such that the connecting matrices computed by
considering some ¢, ¢, d, and d' are the same. If there is a POMP -isomorphism f of the I'-monoids
such that f([ve]) = [vg] and f(Jwo]) = [wg], then there is a graph isomorphism v : E = F such that
[ =1, that 1(v;) = v} for j € m, and that ((w;) = w; fori € n.

Proof. Let + : E/H = F/G be such that t(vg) = vj. Thus, «(v;) = v} for j € m. If m > 0, such
1 exits by Proposition 4.15. If m = 0, such ¢ exits since both quotient graphs are in their 1-S-NE
canonical forms by Proposition 3.4 (also see section 4.8). To unify the cases, if m = 0, writing
J € m means j = 0.

As the connecting matrices are the same, we can extend ¢ to T'(vy) by mapping d onto d’ where
wo = s(d) and wj = s(d'), for those d € [d] and d' € [d'] which are used to compute the connecting
matrices. Thus, ¢(w;) = w} and the ji-exits of F are mapped bijectively onto the ji-exits of F' for
all j emand i € nifn > 0 and ¢ < k if n = 0. Thus, the extension, which we still call ¢, is an
isomorphism of the subgraph E7 g of E generated by T'(vg) U R(vg) and the subgraph Fryg of F
generated by T'(v}) U R(v). We show that ¢ can be extended to the tails.

Condition C(i), considered on F, depends only on the subgraph E7,g and C(i), considered on
F, depends only on the subgraph Fryg. Thus, for every ¢ € n if n > 0 and every ¢ € w if n = 0, we
have that i-tails of E are cuttable if and only if i-tails of F' are cuttable.

Because n—i in condition C'(7) for n > 0 corresponds to i in condition C(7) for n = 0, we consider
the cases n > 0 and n = 0 separately. The proof follows the same arguments in both cases.
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Ifn>0and: € n,let P;”f be the set of paths of P;”O of length n—7+1 modulo n. Let us partition
Pg}"f into three disjoint sets, some possibly empty, depending on the location of their sources:

Pidisi=A{p € Py} |s(p) € T(vo)}, Powi = {p € Py} | s(p) € E° — (HUT(v))} and

exits,i quot,i

P =1p € Py} |s(p) € H—T(v)}.

tails,?

Thus, P}, is the set of i-tails. The length of a path p € Py, ; is L+ K'[c| +d(j, j) + 1 +n — ' for

some ¢ € n, |,k € w, and 7, j' € m such that a;y # 0 and |p| = n — i+ 1(modn). Thus, C(i) holds
for such values [, k', 4, 7" and i if and only if |P,”| = w.

Let P;,)éz be analogously defined for F' and let PY P and PO

exits,7? © quot,i? tails,i

be analogously defined
for P;,)g’z The existence of f ensures that there is a bijection o; : Py} — P;f‘l)Z and the existence of ¢

ensures that such o; can be found so that it maps P . onto P

exits,? exits,s*
If condition C(i) holds for i € n (in E and, equivalently, in F'), then i-tails are cuttable both in
E and in F and we have that P . = P.5

eails.i rails i = (). So, the existence of ¢ enables us to find o; so it
maps the elements of Py, ; with the same I, ¥, j, j and ¢’ values onto the elements of P, °, ; with
the same [, k', j, j/ and ¢’ values. If |P,?| < w, then the existence of ¢ also ensures the existence of

such ;. Thus, we necessarily have that such o; maps ngﬁsj onto P;:ﬁs ;- Since this holds for every
1 € n, F and F have the same number of i-tails for any ¢ € n. If ¢; is aybijection of i-tails for ¢ € n,
let us extend ¢ to the tails by mapping an i-tail e to ¢;(€). Such extension, let us keep calling it ¢,
is an isomorphism F = F' such that 7 = f.

If n = 0, then P;,”O = P". Let P/ be the set of paths of length i + 1 € w ending at w, and
let Pificir Pouotir and PR be defined analogously as when n > 0. The length of p € P, ; is
L+ K| +d(j,j)+1+7 =i+1for some ¢ <k, [,k €w, and j,j' € m such that a;; # 0. Thus,
just as in the n > 0 case, C(i) holds for such values [, k', j, 7/ and ¢’ if and only if |P,”| = w. The rest

of the arguments is the same as when n > 0: there is a bijection ¢; which maps P} ; onto Pt“;f’m
This implies that both tail graphs have the same spine length k; and that the number of i-tails is
equal for all 7+ < k;. So, there is a bijective correspondence ¢; of the i-tails for every ¢ < k; enabling

us to extend ¢ to the tails and bringing us to an isomorphism ¢ : £ = F such that 7 = f. 0

The m > 0,n > 0 case. Let L be the least common multiple of m and n and G be the greatest
common divisor of m and n. Let m’ be such that m = Gm’ and n’ be such that n = Gn/.

Let us choose d € [d] so that the exits receivers in F are among w,_g41 to wy. Let iy € n be
such that wgo_n(G_l)) to w;, receive exits in F. By moving all exits of F' by a multiple of m and
then L-reducing and cutting, if needed, we can assume that io € {n — G +1,...,n —1,0}. Hence
n—pio€40,...,G—1}.

With this set up, we have that ag = agot + ao(o,nl)t2 + ...+ ao(o,n(g,l))tc" holds, so that
aplwe] = 3271 oo, -1t [wo] and ap = aoigt" 0 - aggig—, " 4L g -t
Thus, we have that ap[wj] = ZjG:l iyt [wp).

Let Ay = apo—,(c-1)), Ao = ag — Ay, and let us consider ag as the sum of n’ blocks Ay + AtC +
0t2¢ + ... + 0t ~1DE We consider these blocks because we have that tag[we] = (0t° + Agt® +
At DG 04 4 0t D) [wg). Using these blocks, the multiplication of az by a term of the

form ™ for | € Z* is well-represented. Let us represent ap using similar blocks. If Gy is such that
n—pig+ Go = G, let Aj = ag; t" 0T 4+ ..+ ag(io_n(GO_Q))t”*”("O*GOH)Jrl = ag; "t 4+



GCC FOR GRAPHS WITH DISJOINT CYCLES 51

-2t and Ay = g, 61 T oot = Gy T g @iyt

so that we have that ar[w)] = (A + Ajt9)[w)] and use the same rules for computing t™ap[w}).

We represent b using similar blocks. Let b=, b;it'. We can assume that the degree of b is at
most n — 1 since b is always considered either applied to [wy] or [w(]. So, we have that

b= Z ij+k/th+k’G — Bo+ Bit%+ ..+ Bnun,ﬁ("/*"/l)G for By = ijJrk/th.

kKen' jeG jeG

Let my < n’ be such that m" = mg(modn’) (thus m¢G < n’'G = n and m = moG(modn))
and nyg < n’ be such that ng = Im/(modn’) (thus ngG < n'G = n and Im = noG(modn)). With
these values, tMap[w)] = t"%ap[w)] = (Agt™ + Aytotw D) w(] and t™blw)] = t™b[w)] =
(Bw—, mo + B(n/me)Jrn,ltG + ...+ B(n/,mO),n,lt("l’"’l)G)[w()]. So, the coefficients with [wj] on both
sides of the equation (4) are

0+ ...+ 0+ Ayt + AjmotwC L0 4+ 0) + (By + Bit? + ... + Byt D% and

(an_n/mo + B(n/*mo)Jrn/ltG 4+ .+ B(n/*mo)*nllt(n/_”ll)G) + (AO —|—A1tG + Ot(l-i-n/l)G NS Ot(n/_nll)G).

Equating the terms with jG for j € n’ produces n’ equations. Adding them all up produces an
equation which has ) ._ , B; on both sides. Canceling this sum produces A + A} = Ay + A;.

jen’
This implies that agg,—,;) = a{)(n_nj) for j = dp,...,G — 1 and ag(—,;) = %(n—nj—nG) for j =
0,...,n—1ip+ 1. By Lemma 4.4, we can move 0(n —, j —, G)-exits of F' to 0(n —,, j)-exits for every

j=0,....,n—ig+ 1. If F’is an L-reduced and cut form of the resulting graph and if ¢ : F' — F’ is
the exit-move operation followed by an L-reduction and the cut map, we have that the connecting
matrices of E and F” are the same and that ¢ f([wg]) = [wj]. We can consider F” instead of F' and
¥ f instead of f and we will continue to refer to these new elements as F' and f. Thus, we have that
ap = ap (i.e Ag = Aj and A; = A)).

Returning to the n’ equations, we note that if ng > 1, then n’ > 2 and the (ng +, 1)-th
equation is Ay + By, = Bn/— mg+no, 50 Ag is a summand of Byy_ mgtne- The (ng +, 2)-th equation
is A} 4 Bnyt ;1 = Bu— metnot1 50 Af is a summand of By_ ,mg+ngr1. Thus, t"Dmaplw)] =
(A} + ALt ] = (A + AjtF)tno—m0)G ] is a summand of b[wj]. Thus, we have that

F([vo]) = " vg] + blwg] = 7Y™ (t™ [vg] + ap[wf]) + bi-afwp] = 7™ ug] + by fw]

for a summand b;_; of b. Since all the subscripts of the n’ equations are considered modulo n’, one
shows that the same simplification is possible whenever ny > 0: if ng = 1, we can simplify f([vo])
in the same way. This simplification enables us to consider [ — 1 instead of [. By renaming the new
[-value to be [ and the new b-value to be b, we can continue this process until [ = 0 or ng = 0.

Since [ = 0 implies ng = 0, it is sufficient to consider the case nyg = 0. Returning the values
no = 0,4 = Aj, and A; = A) to the n’ equations coming out of the equation (4), we have that
Bj = Bjy ,(n—m) for every j € n'. If n does not divide m, then mo # 0 so all blocks of b are
mutually equal to each other: B; = By, for all 5,k € n’. If n divides m, there is only one block By,
so this trivially holds. In any case, since Im’ = 0(modn') and m’ and n’ are mutually prime, we
necessarily have that [ = 0(mod n’).

If I’ and V' are analogous to [ and b for f~!, and n| is analogous to ng, the same argument shows

that n{, = 0 so that n' divides I’. So, there are nonnegative integers k£ and k' such that [ = kn’
and I' = k'n’. Hence, n divides both Im and I'm and we have that t'"b = b, /™ = ¥/, t!"b = b,
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and #™b = b hold in Z[t]/(t" — 1). The equations (5) become (¥ + b)[w,] = Z§+lo t'™ag[wo] and

(b + b)[wy] = Zé:l(;fl t™ag[w)| so we have that

I+U'—1
(Bo+By) Y t9=b+b = > t/ap
jen’ J=0
holds in Z[t]/(t" — 1) and this implies that By + B, = (k + k’)(Ap + A1) holds. This shows that By
is equal to koao(o—,G-1)) +do + Zjea,#o(kjaﬂ(o—n(j—l)) + dj)tj for some nonnegative integers k; and
dj < Ap(0—,(j—1)) fOI'j c G,] 7é 0 and dy < A0(0—n (G—1))-

Let E’ be the cut form of the graph obtained from E by moving each 0(n —, (j — 1))-exit Lk;
times and moving d;-many of the 0(n — j + 1)-exits L times. Let ¢4, : £ — E’ be this move
operation followed by the cut map. We denote this operation by ¢, since ¢, ([vo]) = [vo] + blwp].
Thus, the composition ¢, f~* maps [w)] to [we] and [v)] to

I+1'—1 -1 I+1'—1
'™ wo] + (b 4 b)[wo] = "™ [vg] + Z " a g [wo) —i—th agwo] + Z " a g [w]
Jj=U
I+0'-1 -1 -1
[vo] + Z M ag[we] = [vo] + ™ ZtﬂmaE[wo] = [vo] + ZtﬂmaE[wo].
j=U J=0 J=0

The L-reduction of E’ followed by the cut map is gbjrll, and its image is E since F is L-reduced and
cut. We have that 53([1}0]) = I+ yo] + (ZM/ tmag — b)[wh] = ™ [y] 4 ¥'[wp] holds. Thus,

—1
Fop([vo]) = tEHI™vg] + (b + V') [wp] = ¢ [w].
Let F’ be the graph obtained by moving all exits of I’ kL times and then cutting the resulting

graph (recall that k = 7). Let ¢ 4y : FF — F’ be this operation. The composition g_zxrkag_zi;

is defined and it maps M}, onto Mp,. We have that g_zSJrkag_zfr;([vo]) = ¢ (t™[vf]) = [vf]. Both
E’ and F’ are in their cut forms so we can use Lemma 4.16. By this lemma, there is a graph
isomorphism ¢/ : E" = F” such that //(v;) = v} and //(w;) = w; for every j € m and i € n and that
Grunf s = 7 so that

f= ¢-T—II§LL/¢+b
holds. This shows that we can realize f. So, it remains to show that £ = F.

Since all four graphs E, F, E’' and F’ have isomorphic quotients and the same c-to-d part, only
the number of tails possibly distinguishes them. If ¢; is the number of tails added to [; in the process
¢4p: E— E" and t] in the process ¢y, : ' — F', we have that [; + t; = [} + ¢} since £’ = F’. For
i such that t; = w, we have that ¢, = w also since the quotients are isomorphic and the connecting
matrices the same. The converse t; = w = ¢; = w also holds, so the i-tails are cuttable in E if and
only if they are cuttable in F' and [; = I} = 0 for such . For ¢ such that ¢; < w (thus ¢, < w), we
have that [; = w if and only if [; = w, so [; = [} again in this case. Thus, if [; = w for all i € n, then
EXE 2 F = F so E' and F’ are also canonical forms.

Hence, it remains to consider i such that all four values in the formula [; 4+ ¢; = I} + ¢, are finite.
If kjao(ofn(jfl)) —i—dj < k‘ao(o,n(];l)) for some 5 € G, j 7& 0or kgao(ofn(gfl)) +dy < k‘ao(o,n(g,l)), then
a0(0—, (j—1))-exit of F for j € {1,...,G} is moved more times by ¢, than any 0(0 —, (j —1))-
exit of E by ¢44. As F'is L-reduced, this cannot happen if there is ¢ € n such that I < w, so
kjao—(j-1)) + dj = koo, (j-1)) and Koaoo-n(G-1) +do = kao-,(G-1)- It kjaoo-.(-1) +dj >
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kaoo—,(j—1)) for some j € G, 7 # 0 or koaoo—n(G-1)) +do > kaoo—,(c-1)), then a 0(0—, (j —1))-exit of
Efor j € {1,...,G} is moved more times by ¢, than any 0(0—,, (j —1))-exit of F by ¢, . This also
cannot happen if there is ¢ € n such that l; < w, so we have that kjagm—,j—1)) + dj = kaom—,(j-1))
for all j € G,j # 0 and koao@—n(a—1)) + do = kago-,(c-1))- By the definition of d; for j € G, this
implies that d; = 0 for all j € G and so k; = k for all j € G. This shows that ¢, and ¢, are the
same moves and that, in particular, blw(] = Zé ot aE[wO] so that f([ve]) = [vf). Thus, starting
with isomorphic graphs £’ = F’, the maps gbjr; and ¢ 4z, broduce isomorphic graphs. The map
<bjr,1€ 1V ¢4p is a graph isomorphism ¢ : E' = F and its existence also follows from Lemma 4.16 at this
point. So, we have that f =7 in this case. This shows that we have £ = F' in any case.

Before continuing with the proof of the next case, let us present some nonidentity POMP-
automorphisms of the graphs from Example 4.3. For both graphs of that example, the map given
by f([ve]) = [vo]+t[wo] and f([we]) = [wo] corresponds to moving one of the exits. For the first graph,
f has the inverse such that f~!([vg]) = t[ve] + t[wo] and for the second graph, f~*([vo]) = #*[vg].

The m > 0,n = 0 case. Since n = 0, we have that f([wo]) = [w(]. We can pick ¢ € [c] so that
v is feasible. By Proposition 4.15, we can choose a canonical form of Fy such that fg/u([vo]) = [vf]
and that v is feasible. Let k& and k' be the lengths of the spines of £ and F. Assume that k£ < k.
The case k > k' is analogous by considering f~! instead of f.

Since n = 0 and a sink is incomparable, we can write equation (4) as t™ap +b = t™b+ ap which
holds in Z[t]. By the definition of a canonical form, ag contains no monomial of degree smaller
than k + 1 and of degree larger than k + m and t"™ap contains no monomial of degree smaller
than &' + 1 + Im and of degree larger than k' + m + Im. Thus, b does not contain a monomial of
degree smaller than k£ 4 1 which implies that ¢"b does not contain a monomial of degree smaller
than k+m+ 1. Since k < k', k+m+ 1<k +m+1and, if [ >0, then ¥ +m+1 <k +Im+1,
so t™b contains tap as a summand. Consequently, b contains t¢~D"ap as a summand so that

Flvo)) = " [wp] + V™ apw] + b [wo] = "™ [ug] + b1 [w))]

holds for a summand b;_; of b. Thus, we can decrease the value of [ if [ > 0 and b # 0. By renaming
the new [-value to [ and the new b-value to b, we can continue this process until we eventually get
that [ =0 or b= 0. If b = 0, then t™ar = ag. Since k' > k, this would be possible only if [ = 0 in
which case ag = ar and there is a graph isomorphism ¢ : £ = F such that f =7 by Lemma 4.16.
Thus, it remains to consider the case [ = 0 and b # 0.

Returning [ = 0 to the equation (4) produces ar + b = t™b + ar which implies that the degree
of t™b is at most m + k’. Hence, the degree of b is at most &’. The equation (4) for f~! produces
t'mag 4+ = t™Y + ap and it implies that b’ does not contain a monomial with degree smaller than
k" 4+ 1. Hence, all monomials in & have degrees strictly larger than those in b. The first equation
of (5) implies that b+ b = Z;/;Ol t™ag, so there is jo € I’ such that b = 2;0:51 tap + by and

b = Zé‘/:_jlo 11 t"™ag + by where by and bj, are such that their sum is #/°"ap.

Let £’ be the cut form of the graph obtained by moving all exits of E jom times and then moving
those which correspond to the monomials present in by m more times. Let ¢ : E —> E’. Since all
exits of F end in wy, b # 0 holds if and only if the spine of E’ is longer than k. If ¢} 1y 1s the inverse
operation defined on E’. As

o] + Vo] + bwo] = £ +2tﬂ aslwe] = [oo] = 6726s([u0]) = 67 (fuo]) + blu,
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we can cancel b[wo] in the first and the last expression and have that ¢~} ([vo]) = /™ [vg] + b'[wo).

The composition f&:; . B/ — F maps [vg] to "™ [vh]+(# ™b+b) [w)] = tl'm[v{)]—kzg;ol timapw)] =
[vp]. Equation (4) for this composition, implies that ar = ag. Both F and E’ are cut, so there is a
graph isomorphism ¢ : £/ = F such that fajr; =71 by Lemma 4.16. Thus, f = t¢4.

The relation £/ 2 F implies that the spine length of E’ is also k". If b # 0, then k' > k and E’ can
be spine-reduced to E, so E’ is not spine-reduced. However, since F' = E’ and F is spine-reduced,
this would be a contradiction. Hence, b =0 and so ¥’ =k, E' = E, and ¢ : E = F is such that

f=1

The m = 0 case. Since m = 0, vy and v, are infinite emitters. The relation fg/u([vo]) = [v(]
implies that f([vg]) has exactly one of the elements [vj] and [¢z/] for some nonempty and finite
Z' C s7!(v}) present in its representation via the generators. Letting gy = v(, we unify the treatment
of these two cases so that for any finite Z C s71(vg), we write

f(laz)) = laz,] + bz[w()]

for some finite Zr C s7!(v})) and some by € Z*[t,t7']. Using the same argument as in the m > 0
case, one shows that by can be taken to be in Z*[t]. The map f~! necessarily has the same form
as f so, let f~'([qz]) = lqz,,] + by [wo] for some by, € Z*[t] and some finite Z3; C s™'(vg). As

[905) ) + @@ [wo] = [vo] = FOFH([v0]) = f(laos] + bylwo]) = [qws) ] + oy [wh] 4 by lwp]

(b + bp)[wo] = ay),[wo] holds and, similarly, (by . + bp)[wo] = a(g,),[wo] holds.

Thus, by[wo] = aw[wo] and by[w(] = aw[w(] for some finite sets W C s (vo) and W' C s (vp).

With this notation, we show that ag; = w implies ap; = w for all i € n if n > 0 and i < k if
n=0. If a; = w and k € Z* is arbitrarily large, then kt"~»"*1[w] is a summand of [vg] if n > 0
and kt™wp] is a summand of [vg] if n = 0. Since the power of ¢ is the only difference between
the two cases, we prove the claim for n > 0 and the proof for n = 0 is analogous. So, n > 0 and
we have that kt" " wj] = f(kt" " wg]) is a summand of f([ve]) = [g9,] + bp|wp]. By taking
k > |bg|, we have that (k — |bg|)t" " [wj] is a summand of [gy,]. Since @ is finite and k can be
taken arbitrarily large, this implies that vj, emits at least k — |bg| — |0 | paths of length n —, i+ 1 to
[wy]. Since this holds for any k, ay, is infinite. Repeating the same argument for f~! ensures that
the converse holds, so for any i € n, ap; = w if and only if af;, = w.

The m = 0,n > 0 case. Let E’ be the cut form of the graph obtained by moving exits in 0z
and ¢z : E — E' be the corresponding map. We have that ¢([ve]) = [vo] + ag,[wo] and that

5;;1([1)0]) = [gy,].- Let F' be the cut form of the graph obtained by moving the exits in W’ and
¢ the corresponding map so that op([vh]) = [vh] + aw[wh] = [v)] + bywp]. Thus, g_zﬁFfa;;l([Uo]) =
rf(lwe]) = or(laws)e] + bos[wol) = lawp)e] + (o + By)[wo] = [6@ere] + d0p)elwo] = [vg]- By
Lemma 4.16, there is an isomorphism ¢/ : E' = F’ such that ¢, f¢, =17 so that

[ =0 Von.
This shows that we can realize f. It remains to show that £ =2 F.

Since ag; = w if and only if ay; = w for all ¢ € n, F and F have their connecting matrices equal
by the definition of a canonical form. Thus, there is a bijection o : s7!(vy) — s7'(vf) such that
azlwo] = ao(z)lwo] and az/[w)] = ag-1(z|wp] for Z € s7(vg) and Z' C s (vg). The formula for
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f([vo]) can be simplified if o(W) N g # 0, so we can assume that o(W) N = @ and, similarly,
that o= Y(W') N 0g = 0.

Since o ~1(W’) and (g are disjoint and both E and F' are w-reduced, we have that either fz and
W' are empty sets (so that £ = E" and F' = F”) or that they consists of exits whose move does not
impact the cardinality of any of the tails. Since all the graphs are in their cut form, the second case
implies that £/H is finite and that [; = [, = w for all ¢ such that i-tails are impacted by a move of
any of the exits from () and W’. Thus, the existence of ¢/ implies that [; = I} for all i € n in any
case. Hence, there is a graph isomorphism ¢ : F = F.

The m = 0,n = 0 case. Let k be the spine length of E' and k&’ the spine length of F. If k < w,
we claim that k& < k. Indeed, if k < w, then vy emits either zero or w many exits to w; for every
i < k by the definition of a canonical form and we have that ay; = w implies af,; = w. Since agp = w
by the definition of a canonical form, we have that aj, = w so k' > k. Repeating the same argument
for f~1, we have that &’ < w implies k' < k.

If £ = w, let [ be larger than ¢ such that an exit ending in w; is in W. Since by[wy] = aw [wo], the
degree of by is smaller than [. Since k = w, for every j arbitrarily larger than [, there is ¢+ > j such
that vy emits an exit to w;. Then ¢ |w] = f(t" [wo]) is a summand of f([vo]) = [qp,] + ba[wp).
Since "™ [w(] is not a summand of by[w}], it is a summand of [gg,.]. As we can do this for arbitrarily
large i-values, we necessarily have that for some i, w/ is different that the range of edges in (). This
shows that v{, emits an exit to w;. Since we can take j to be arbitrarily large, k¥’ = w. By considering
f~! and repeating this argument, if ¥ = w, then k = w. This shows that k = w if and only if ¥’ = w.

Thus, if k¥ < w, we have that ¥’ < w and that both £k < k" and ¥’ < k hold, so k = k. If k = w,
then k' = w, so we we have that k = k£’ in any case.

If £k = k' < w the proof of the case m = 0,n > 0 applies: E and F have the same connecting
matrix by the definition of a canonical form and we can define a bijection ¢ same as in the previous

case and use it to show that there are E', F', i/, ¢ and ¢ such that £ = F and that f = ¢,V ép.

If k =k = w, let | be larger than ¢ such that an exit ending in w; is in W U @z and that an exit
ending in w} is in W' U Qp. We claim that ag; = ag; for all i > [. If ag; # 0 for some ¢ > [ and if
J < ag;, then [vg] contains a summand jt[wg]. Hence, jt" ™ [wy] = f(jt{wp]) is a summand of
f([vo]) = [qo,] + bg[w})]. Since i is larger than the degree of by, we have that jt"™![w{] is a summand
of [gg,]. By the choice of I, we have that v, emits at least j Oi-exits, and so ag; < ay,;. By repeating
this argument for f~!', we have that a; < ag;, so ag; = af;. This shows that the entries of the
connecting matrices of £ and F' can differ only for ¢ <[ such that ap; < w (thus af; < w also).

Let E’ be the cut form of the graph obtained by moving all exits ending in w; for i < [ such that
ag; < w and let ¥ : E'— E’ be the corresponding operation. Let F’ be analogously defined graph
and ¢ : F — F’ be analogously defined operation. The graphs £’ and F”’ are also canonical forms

of Ey and F, and the composition 1), f@; is defined.

Since E’ and F' are canonical, we can consider £’ and I’ instead of E and F and v f@;
instead of f. Our new F and F' have the same connecting matrix. Repeating the earlier arguments
of the m = 0 and n > 0 case, we can show that there are graphs E” and F”, exit moves and cuts

¢r : E — E" and ¢ : F'— F”, and an isomorphism (" : E” = F" such that g_bFfagl =" so that

f=¢p"¢n.
Thus, we can realize f. The argument for £ = F' is the same as in the m = 0,n > 0 case.

This completes the proof of Theorem 4.13.
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5. COMPOSITION S-NE GRAPHS

5.1. Canonical forms of countable composition S-NE graphs. Let £ = E;, be a countable
n-S-NE graph for any n > 1 with a composition series as below.

(0.0) © (H1,81) G (Ha, 82) & - & (Hu1, Snt) © (Ha, 0) = (E°,0)

= =

We claim that we can consider a graph with a composition series such that the sets of breaking
vertices By, are empty forall j = 1,...,n—1 (H, = E°so By, =0). If By, # 0, and v € By, , then
v emits infinitely many edges to H; and nonzero and finitely many edges to any of H,y1 — Hj,j =
1,...,n — 1. Let us consider an out-split with respect to the partition of s™'(v) which has each of
those finitely many edges in different partition sets and s~!(v) Nr~*(H;) in the remaining partition
set. Since F has finitely many infinite emitters, By, is finite, so we can repeat this for any element
of By,. In the end, we obtain a graph with By, = ). By considering E/H; and using induction, we
can have By, = () for all j. So, we can assume that F has a composition series as below.

((D»@) - (Hl,(Z)) - (H2a®) ... < (Hn—la(z)) - (an(z)) = (Eov(z))'

= =

The result of this process for an n-S-NE graph E is a graph which we say is the breaking-vertices-
free form of E. For example, the second 3-S-NE graph is the breaking-vertices-free form of the first

graph and the fourth is such form of the third one.
o
CQ—UJ)o:) Co—>o—w>03 .31 ° Ié.

Let ¢j41 be a terminal cycle of H;i1/H; for j = 0,...,n — 1. If ¢, emits an edge to H; for
1 < j <l < n such that its range is not in Hj; for any j° < [, then there is a path originating in
¢; terminating at ¢; and such that no edge is on ¢; or ¢;. We say that such path is a ¢;-to-¢; path.
The first edge of such path is an [j-exit.

If there are no edges emitted from E/H; to H; for some j = 1,...,n, then E is a disjoint union
of Py, and F /H;. In this case, we can use induction to assume that canonical forms of Py, and
E/H; and then define a canonical form of E as a disjoint union of canonical forms of Py, and
E/H;. Because of this, it is sufficient to consider the case when E/H; emits edges to H; for every
7 =1,...,nand when E = Ey is a connected graph in its breaking-vertices-free form. In this case,
E/H, is a (n — 1)-S-NE graph.

We can make cj-to-c; paths to be direct-exit paths for j > 1 by considering Pp, and using
Proposition 3.5 with V' being Pfh — H,. If ¢; is a proper cycle, this enables us to have that all
cj-to-ci paths for j = 2,...,n are of length one. If ¢; is a sink, the spine of the ¢;-to-c; part is
defined for every j > 1, we refer to it as the jl-spine and we use k;; to denote its length. The
spine lengths of the c¢;-to-c; and the ¢-to-c; parts may be different if j # [. For example, the first
graph below has ko1 = 0 and k3; = 1. The second graph has ko; = 1 and k3; = 0.

() ()
C.—>.—>. C. . . .
N4 S

Having the concept of the j1-spine, we can label vertices on such spine as vy;,7 < kj;; analogously
as in the n = 2 case. We can also let v;,, k& € m; be the vertices of ¢; and let an jl-ki-exit for
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1 < 7 < n be an jl-exit with the source v, kK € m;, and the range vy; for ¢ € my if ¢; is a proper
cycle and ¢ < kj; otherwise.

Having graphs in their direct forms also brings us to the concepts of the tails. If 7 > 1, the tails
of the porcupine-quotients H;/H;_; correspond to the tails to ¢; in E/H;_;. We refer to those as
the j-tails of E. If i € m; for m; > 0 and ¢ < k; for m; = 0 where k; is the length of the tail graph
of H;, then we say that the j-i-tails of E are the i-tails of H;/H,_;. The tail graph (H,); is defined
as before and we let 1-i-tails of E be the tails of this graph. Here i is such that i € m; = |¢1] if ¢;
is a proper cycle and i < k; if ¢; is a sink where k; is the spine length of the tail graph (H;),. If the
range of a 1-i-tail is also the range of a jl-exit, we say that such a 1-i-tail is also an j1-i-tail.

An exit-move is defined analogously as for the 2-S-NE graphs. A blow-up of an exit e is an
out-split with respect to the partition {e} and s™!(s(e)) — {e} followed by the out-splits making
the resulting graph be in its total out-split form. An exit move is a blow-up followed by operations
making the resulting graph be a direct-exit graph. If the source v of a moved jl-exit does not
receive any edges from H; for any [ > 7, then only tails can be created by the move, just as in the
n = 2 case. If v receives an edge from H; for some [ > j, then a ¢-to-c; path is created in the
process. In fact, |{J,;v~'(v) Ns™ (H; — H;)| many of such paths are created by a move of such an
exit. For example, the second graph is the result of a move of any the 21-exits of the first graph.

Co——se—">07) C.Qig

If F is obtained by a move of an jl-kl-exit of F' for some j > 1 and k,[ such that v;, and vy,
are defined, we write /' —; E and say that E is jl1-kl-reducible. We define Eleq ;1,1 as the graph
with the same quotient and connecting matrices as F' and with the number of 1-i-tails equal to
that number for F if the cardinality of 1-i-tails is not impacted by the exit move F' —; E. If the
number of 1-i-tails of E is strictly larger than in F' and their number is finite in £, then Eieq j1m
and F have the same number of 1-i-tails. Otherwise, Eicq ;i has infinitely many 1-i-tails. Since
FErea 1, —1 I, the algebras of two graphs are graded *-isomorphic. We say that E' is j1-reducible if
it is j1-kl-reducible for some k and [ and that F is reducible if it is j1-reducible for some 1 < j < n.

If the cardinality of the 1-tails and [1-exits for [ > j changes by a jl-exit move, then F is j1-
reduced if it is not jl-reducible. If the cardinality of the 1-tails and [1-exits does not change by a
Jjl-exit move, then E is jl-reduced. If a graph is jl-reducible and jl-reduced and if ¢; both receives
and emits exits, a move of a jl-exit which originates in the vertex which receives a path from ¢; for
some [ > j produces a new [1-exit. So, in this case, ¢ is an infinite emitter (otherwise the number
of I1 exits of £ and F' would differ). For example, a move of any of the 21-exits of the first graph
below produces a graph isomorphic to the original graph. If k£ is a finite and nonzero cardinality,
the second graph above is not 31-reduced. The third graph is a 31-reduction of the second graph.

A N Y 1

A graph F is reduced if it is jl-reduced for all j = 2,... n. In this case, we write ' = F 4.

For 7 > 1, if ¢; and ¢; are proper cycles and L is the least common multiple of ¢; and ¢;, E
is L-j1-kl reducible if there is F' such that F' —; E where —; is a move of a jl-kl-exit and any
subsequent move is the move of the resulting jl-exit. In this case, we define Feq 1, ;1,11 analogously
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as when n = 2. We have that E is L-jl-reduced if for any k and [, when FE,cq 1, j1 4 is defined, then
E = Frea,r ji k-

We define a spine-jl-reduced graph if ¢, is a sink and ¢; a proper cycle and a w-j1-reduced graph
if ¢; is an infinite emitter analogously as when n = 2. The n = 2 case definitions do not involve any
reference to the length of a composition series, so we can generalize them directly. We unify the
three cases saying that £ is L;-jl-reduced if it is L-jl-reduced, spine-jl-reduced, or w-jl-reduced,
depending on the values of m; and my. If L is the (n — 1)-tuple (Lo, ..., L,), we say that E is
L-reduced if E is Lj;-jl-reduced for every j > 1. In this case, we write £ = Eyeq L.

Let © € my if ¢; is a proper cycle of length m; and let ¢ € w if ¢; is a sink. For such 7, we consider
the following condition.

C(17) There are paths p, ¢, d and edges g, e such that g is a j-tail for some j > 1, p is a path from
r(g) to a vertex in ¢; which contains no edges of ¢;, ¢ is a path from r(p) to a vertex in ¢
for some 1 <[ < j, e is an [1-exit and d is a path from r(e) to s(c¢;) which does not contain
c1 if ¢; is a proper cycle. There are infinitely many tails with the same range as g in H;/H;.
If ¢1 is a proper cycle, then 1+ [p| + |q| + |d| = m1 — i+ 1(mod my) and, if ¢; is a sink, then
L+|p|+ gl +1d =i+ 1.

If this condition holds, we say that 1-i-tails are cuttable. For example, let E be the graph below,
let k be any countable cardinal, and let H; be the hereditary and saturated closure of the sink, Hy
of the source of the loop, and Hj of the vertices of a cycle of length two.

» ( ) l(ﬁ) I(h) I(b)

The 1-2-tails of H; are cuttable because of the infinitely many tails which Hj is receiving. The
1-1-tails of H; are cuttable only if kK = w.

If [; is the number of 1-i-tails of a graph E, we have that E., has the same (n—1)-S-NE quotient,
the same ¢; and the c¢j-to-c; part as £ and the number of tails is specified as follows. Let k; be
the maximum of all spine lengths kj; for j > 1. For ¢ < ki, Ecy has [; 1-i-tails if 1-i-tails are not
cuttable and it has zero 1-i-tails otherwise. Let k; be the spine length of the tail graph of Hy. If
k; > ki, the number of tails of . is specified as follows by the consideration of two cases.

(1) There is no kg € ky, ko > ki such that 1-i-tails are cuttable for all i € k;,7 > k. Then, the
number of 1-i-tails is [; if 1-i-tails are not cuttable and zero otherwise.

(2) There is kg € ki, ko > ki such that 1-i-tails are cuttable for all i € k;,7 > ko. The length of
the spine graph of E.y is ko in this case. For i < kg, the number of 1-i-tails is [; if 1-i-tails
are cuttable and zero otherwise.

For the graph in the previous example, F.y has I = 0. If kK < w, the spine length of the tail graph
is two and, if kK = w, then E. has [; = 0 and the spine length of the tail graph is one.

The definition of the cut maps of the n = 2 case generalizes to any n because these maps depend
only on the type of the tails g from condition C'(1¢) and the value of [;, and they do not impact any
of the exit emitters of the entire graph — it does not matter whether the paths from condition C'(17)
pass only two or more cycles ¢; for j < n. Thus, the value of n does not matter for the definition
of such maps and the arguments of section on tail-cutting for n = 2 are applicable to any n.
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Next, we define a canonical quotient. By induction, we can assume that £/H; can be transformed
into its (n — 1)-S-NE canonical form. Obtaining such a canonical form does not impact the ¢;-to-¢;
paths, it can only impact the tails. If ¢y emits exits to c;, we consider the porcupine graph Pp,.
The concept of feasible vertices is defined for this 2-S-NE graph and we say that such vertices are
2-feasible. If ¢ does not emit exits to ¢;, then the concept of feasible vertices is not relevant for
co-vertices since ¢y is terminal for E. If n > 2 and c¢3 is the terminal cycle of Hs/Hs which is not
terminal for E/, then it emits exits to Hy, to Hy — Hy or to both. If c3 emits exits to Hy — Hy, we say
that the set of 3-feasible vertices is the set of all vertices of c3 such that they are 2-feasible in the
(n — 1)-S-NE graph E/H;. If ¢3 emits exits only to Hy, then Pp, is a 2-S-NE graph. The concept
of feasible vertices is defined for Py, and we say that such vertices are 3-feasible. Continuing this
process, we define j-feasible vertices for j > 1. A vertex is feasible if it is j-feasible for some j > 1.

To obtain a canonical quotient, move all 21-exits, if any, to start at a 2-feasible vertex of ¢y, then
move all 31-exits, if any, to start at a 3-feasible vertex and continue until we reach n. Then, change
the (n — 1)-S-NE graph E/H;, if needed, so it is in its canonical form. This creates a canonical
quotient FEean quot Of E. If = Ecan quot, We say that £ has a canonical quotient form.

We let Eiedcut stand for (Ered)cut and we define a canonical form of E.

Definition 5.1. Let n > 1 and let E be a direct-exit, connected, countable n-S-NE without any
breaking vertices. We write £ = Eg;, for such a graph. Let Ey be ((Ered cut)can quot )red,cut- FOT every
j = 2,3,...,n, considered in this order, we move jl-exits, if needed, so that a form as specified
below is obtained. Then, define F.,, ; as a L-reduced and cut form of the obtained graph.

o If m; > 0 and m; > 0, then the required form is a single exit-emitter graph such that the
ranges of the exits are among consecutive vertices of ¢;.

e If m; > 0 and m; = 0, then the required form is such that m; emits exits only to the source
of the ¢;j-to-c; spine.

o I[f m; =0 and m; > 0 or if m; = m; = 0 and kj; < w, the required form is a graph in which
vy; receives either zero or infinitely many exits for every ¢ € my if m; > 0 and for every
ZS kjl 1fm1 =0.

o If mj =my; =0 and k;; = w, there are no requirements.

At the end of this process, we let Ecay = Ecan . If E is any n-S-NE graph, we let Ec.n = (Edir)can-
We say that F is canonical or that it is in a canonical form if E = F,,, for some n-S-NE graph F'.

For example, let E be the first graph below. Making FE/H; canonical can be done in two ways
since both vertices of ¢z are feasible in F/H;. This makes Py, have only one feasible vertex in each
case. Moving 21-exits to that vertex produces the second graph below. Moving the 32-exits to the
other vertex of c3 produces a graph isomorphic to the second graph below.

INON A
|

With the above definition of canonical form, two canonical forms obtained from the same cut
and reduced graph Fj can be transformed one to the other by the same argument as the one used
in Lemma 4.11. Thus, this lemma continues to hold.



60 LIA VAS

We define the relation = for countable n-S-NE graphs by the same condition as if n < 2:
FE =~ F' if there are canonical forms E.,, and F,,, such that E.., = F..,.

This relation is reflexive and symmetric and transitivity holds by Lemma 4.12 stated for n-S-NE
graphs instead of 2-S-NE graphs. Such lemma holds by the same proof as Lemma 4.12.

5.2. The main result and its corollaries. In this section, we prove the main result of the
paper, Theorem 5.3 and its corollaries, Corollaries 5.4, 5.5 and 5.6. First, we prove a lemma which
generalizes Lemma 4.16. The arguments in the proof are analogous to the n = 2 case but we include
them for completeness.

Lemma 5.2. Let E = E. and F = F.y be such that the connecting matrices computed by consider-
ing some c; and ¢, j =1,...,n are the same. If there is a POMP -isomorphism f of the T-monoids
such that f([s(c;]) = [s(c})] for j =1,...,n, then there is a graph isomorphism ¢ : E = F such that
[ =1, that u(s(c;)) = s(c]) forj=1,...,n.

Proof. Just as before in this section, we use vg; for s(c;) and vg; for s(c}). By the induction hypoth-
esis, we can assume that ¢ : F//H; = F//G, for some ¢ such that ¢(vjo) = vy, for all j > 2. Since the

connecting matrices are the same, we can extend ¢ to an isomorphism of the subgraph Er_ g gener-
ated by T'(U;~, H;) U R(U,~, H;) and the subgraph Fryp generated by T'(U,., G;) U R(U;, G;)-

Condition C(17), considered on FE, depends only on the subgraph Ep g and C(1i), considered
on F, depends only on the subgraph Frygr. Thus, for every ¢ € m; if my; > 0 and every i € w if
my = 0, we have that 1-i-tails of E are cuttable if and only if 1-i-tails of F' are cuttable.

If my > 0 and @ € my, let P'? be the set of paths of P'° of length m; — ¢ + 1 modulo m;. Let
us partition P;lfl? into three disjoint sets analogous to those in the n = 2 case,

Pus. = {p € P [ s(p) € B9}, Piss, = {p € Py |s(p) € B — (H{UE )} and

exits,t quot,i

pUo  — {p c P;fllg | S(p) € Hy — E%UR}’

tails,i

and let such sets be analogously defined for F. The set R;‘;‘fsz is the set of 1-i-tails just as in the
n = 2 case. Also just like for n = 2, we have that C'(17) holds for some paths p, ¢, d, g, e if and only
if there are infinitely many tails with the same range as g in H;/H;.

The existence of f ensures that there is a bijection o; : P;llg — P;ffg and the existence of ¢
ensures that such o; can be found so that it maps Pl ; onto P:}:lﬁs’i. If condition C'(1¢) holds for
i € n (in E and, equivalently, in F'), then i-tails are cuttable both in E and in F' and we have that

pro - — pvlm

tails,i tails,i
with the same p,q,d,e and ¢ paths onto the elements of P;’;gm involving ¢(p), t(q), ¢(d),t(e) and

t(g). If the number of tails with the same range as ¢ is finite, then the existence of ¢ also ensures

= (). So, the existence of ¢+ enables us to find o; so it maps the elements of P}, ;

the existence of such o;. Thus, we necessarily have that such o; maps P, ; onto P;/li?m. This shows
that F/ and F have the same number of 1-i-tails so we can extend ¢ to entire graphs. Thus, we
obtain an isomorphism ¢ : ¥ = F such that 7 = f. U

Theorem 5.3. Let E and F be countable composition S-NE graphs. The following conditions are
equivalent.

(1) There is a POMP -isomorphism f : ML — Mp.
(2) The relation E ~ F holds.
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(8) There is a graded *-isomorphism ¢ : Lx(FE) — Lk (F).

If (1) holds, there are canonical forms Eca, and Fea, and operations ¢p @ E — Eean, U2 Ecan = Fean,
and ¢p : F — Fa,, such that qb}ngbE = f.

Proof. If E is an n-S-NE graph and if any of the four conditions holds, then F'is an n-S-NE graph
by Theorem 2.6. So, we can assume that F and F' have composition series of the same length.

Since the implications (2) = (3) and (3) = (1) are direct, we prove (1) = (2) and the last
sentence of the theorem.

Let ¢ : E — E.., and ¢p : F — Fi,, be operations transforming the graphs to their canonical

forms. We can consider ¢, f qﬁgl instead of f and so we can assume that ' = E.,, and F = F,,.

Assume that (1) holds and that H;,7 = 0,...,n are the terms of a composition series of E. Let
G;, i =0,...n be the admissible pairs of F such that f(J'(H;)) = J'(G;) which implies that the
sequence G; constitutes the terms of a composition series of F. Let f; denotes the restriction of f
to JY(H;). Fori=1,...,n—1,j=2,...,nand i < j, let f;; be the induced POM"-isomorphism
M};j/Hi — ng/Gi' Let m; be the length of the terminal cycle of H;/H; ; (and G;/G;_;) and
Aji=lajiuml,i=1...,n—1,7=2,...n,1 < j be the ¢;-to-¢; connecting matrix and let A;i = [aji ]
be c-to-c; connecting matrix of F.

If n = 1, the statement holds by Propositions 3.4 and 3.5. If n = 2, the statement holds by
Theorem 4.13. Hence, let us assume that n > 2 and assume that the theorem holds for all S-NE
graphs with composition length smaller than n.

If there are no edges emitted from E/H; to H; for some j =1,...,n, then F is a disjoint union
of E/H; and H; and M}, is a direct sum of J'(H;) and M};/Hj. The existence of f implies that ML

splits into a direct sum of two terms each of which is POM"-isomorphic with J''(H;) and ML I
Since the generators of J'(G;) and M}, /i, are independent, we have that there are no paths from

F/G; to Gj. So, F is a disjoint union of F/G; and G;. Since the composition length of Py, and
E/H; is smaller than n, we can use induction hypothesis and establish that the needed claim holds.

Thus, we can consider only connected graphs. The above consideration shows that there are
edges from E/H; to H; if and only if there are edges from F/G; to Gj.

By the definition of a canonical form, we have that the quotients £/H; and F'/G; are canonical.
By our induction hypothesis, we can assume that £ and F are such that there is a graph isomorphism
tn 2 E/Hy = (E/H))can = F/G1 = (F/G1)can such that f,1 = 7,/1. The existence of ¢,,; also
implies that A;; = Aj; for every [ > j > 1.

Let vj; be the vertices of ¢; for i € m; = |c;| and v}; are the vertices of ¢; for i € m; = |c}|, such
that t(vj;) = v} j > 1 and | € my;. Thus, we have that f,/i([vjo]) = [v]o]. By the definition of a
feasible vertex and by induction hypothesis, we have that f,,; maps a feasible vertex on a feasible
vertex. Thus, if ¢; emits exits to ¢ for 1 < [ < 7 and in m; > 0, we have that v;, and v§-0 are
j-feasible. In addition, if m; > 0 and ¢; also emit exits to H;, we can have that those exits are
emitted from vjo in E and from v}, in F. If ¢; is terminal in E/H; but not terminal in F (i.e. it
emits exits to H, only), then Py, and Pg, are 2-S-NE graphs and we can have that v, and v}, are
j-feasible by the definition of feasible vertices and the proof of Theorem 4.13.

For j = 2,...,n, we consider the j-values in that order and realize f; by a map which extends
the realization of f, ;. First, j = 2. If ¢, does not emit exits to Hy, then ¢, is terminal for £ and
we have that f([ve]) = fu/1([v20]) = [vh]. If ¢, emits edges to Hy, we consider the 2-S-NE graph
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Py, and the restriction f; of f to the I'-monoid of Pp,. By the proof of Theorem 4.13, we have that
canonical forms £ and F' can be found so that Py, = Pg, (thus Ag = A);) and that f, maps the
elements corresponding to 2-feasible vertices to elements corresponding to 2-feasible vertices.

If ¢ is proper and ¢ is not, then f; can be realized by a graph isomorphism ¢y : Py, = Pg, such
that to(vg2) = vj, by the proof of Theorem 4.13. Thus, we have that f([ve]) = fa([v20]) = [t2(v20)] =
[vh]. In all other cases when f; is not realized by a graph isomorphism, there are 2-canonical forms
Py, and Fp, , exit moves and cuts ¢p s : Py, — Py, and ¢ps : Pg, — P, and a graph isomorphism

Ly : Py, & Pg, such that f, = ¢}712L2¢E72 by the proof of Theorem 4.13.

Let E5 be the graph obtained by the moves and cuts as in ¢go and F, the graph obtained by
the moves and cuts as in ¢po. We still use ¢go and ¢po for the operations £ — E, and F' — Fi.

Let g be gf)F,QfgzﬁE’lQ. Since the moves ¢g 2 and ¢py do not impact E/H; and F/Gq, gnn = fan- As
E and F are L-reduced, F5 and F5 are still canonical forms of Ey and Fp, so we can consider Ey
and [} instead of £ and F' and ¢ instead of f. Hence, we can assume that f([ve]) = [v]-

We move on to the next j-value, j = 3. Let us write f([vso]) in terms of [v,], [v],] and [vh,] if
mg > 0 and [vh], [v],], and [gz] for finite Z C s™!(vsg) if mgy = 0. Just as in the proof of Theorem
4.13, we consider the cases m3 > 0 and mgz = 0 separately.

If m3 > 0, let ag; be the connecting polynomial of the c3-to-¢; part for [ = 1, 2, defined analogously
as before, and let a}, be analogous such polynomial for F. Let f([vso]) = t/™3[vh] + q + by [v},] for
some [ > 0 some b; € Z*[t] and some element ¢ of M};GQ. Since [v5o] = fu/1([vso]) = t"™3[vh] + ¢, ¢

is equal to Zé;lo ™37 a39[vh,]. Let us shorten this last term to by[vhy]. The relation
[vs0] = " [v30] + @s2[va0] + azi[v1o] (6)

holds in M}, and an analogous such relation holds in ML. Since Az, = Aj,, we have that azy = aj,.
Using relation (6), we have that

t73[vg0] + ba[vho] 4 brlvie] = f([vso]) = f (™ [uso] + asalvae] + asi[vio]) =

tFIms [l ] + 273 bo[uh] + E73b [U1g] + asa[vh] + asi[v]o).

By using the analogue of relation (6) in ML, we have that ¢/ [vh] +by[vh,] + b1 [v],] = 4TI [vh] +
tmsal, [vhe] + tM3ak, [v]o] + ba[vhe] + b1[v]o]. Thus, we have that

glHms [U3 ]+ ¢hms (132 [UQO] + 7517”3%1[2’/1()] + by [Uéo] + b1 [Uio] =

tIms[lo] + 73 bo[uhg] + 73y [U1g] + asz[h] + asi[v]o)]

and the terms with [v},] cancel out. By using that by[vh,] = Z;_:}) ™3 az9[vh,], we can cancel all
terms with [v),] and we arrive to

£l [vho] + by [vle] = 700y [vl,] + a1 [v])] (@)

which generalizes (4) of the n = 2 case. If I',b], and b, are defined analogously as [, b, and by for
71, we consider the relation f~(f([vso])) = [v30] and have that

+0'-1 +0'-1

§0Hma 1y Z £ 55 [020] + Z t"ag [v10] = [vso] = £~ (f([vs0])) =

FHE™s [Who] + ba[vho] + b [vhg]) = tTI™S [usg] + 730 [uag] + 3] [u10] + ba[vao] + by [vio] =
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-1
t(l—H/)m?’ [Ugo] -+ Z tlm3a32 [Ugo] + tlm3b/1 [Ulo] + bl [’Ulo]
=0
which implies that (730} + b;)[vio] = 32570 7 az[vi]. Using f(f " ([vho])) = [vho] similarly, we
arrive to the analogues of relations (5) of the n = 2 case:

I+'—1 +0'—1
(tlms bl + bl)[vlﬂ Z t] 3@31 [Ulo] and (tl ms bl + b/ UlO Z t]ms a31 'Ulo (8)
7=0

Thus, f([vso]) depends only on the cs3-to-¢; part. Having Lemma 5.2 and the formulas (7) and (8)
which are analogous to (4) and (5), we have all we need to repeat the arguments from the proof
of Theorem 4.13 and obtain a realization of f; the same way as in the proof of Theorem 4.13.
Thus, there are 3-canonical forms Py, and Py, exit moves, possibly trivial, followed by cut maps
¢g3 : Py, — Py, and ¢p3 : Pg, — Pg,, and a graph isomorphism ¢z : Py, = P, such that

fs = ¢pytsdps.

By the existence of t3, we have that A3 = A%;. The maps ¢p 3 and ¢p3 and their inverses do
not impact any of cp-to-¢; paths, any of ¢;-to-¢; paths for j > 3 and any part of E/H; or of F/Gj.
Thus, we can let E3 be the graph obtained by the same moves and cuts as in ¢ 3 and F3 the graph
obtained by the same operations as in ¢r3 and we still write ¢p3 : £ — E5 and ¢pg : [ — F3. If
g is @ fazg), then g, = fu/1. As E and F are L-reduced, E3 and F3 are still canonical forms of
Eqy and Fp, so we can consider F3 and Fj instead of F and F' and ¢ instead of f. Hence, we can
assume that f([vsg]) = [v5]-

If mg = 0, then v3y and v}, are infinite emitters. Since H; and G; do not have any breaking
vertices, vgp and v}, emit either zero or infinitely many edges to Hy — H; and G2 — GGy, respectively.
Let f([vso]) = [az1uz] + ba[vgy] + bi[v)] for some finite Z] C s (vh) N r~*(Gy), finite Z; C
s Huvhy) N~ (G2 — G1), and some by, by € ZT[t]. Since f,,/1([vs0]) = [v3o], ba[vhe) is az;[vho], sO

f([vso]) = lazjuzy] + azy[vie] + b1[vie] = [gz;] + b1 [vy]

holds showing that f([vso]) depends only on the c3-to-¢; part. The rest of the argument is the same
as in the mz > 0 case: we can repeat the arguments from the proof of Theorem 4.13 to obtain
3-canonical forms Py, and Fg,, the maps, possibly trivial, ¢g3 : Py, — Py, and ¢p3 : Pa, — Pg,,
and a graph isomorphism ¢3 : PH = PG such that f3 = qb}’lngngE,g. We let E3 be a canonical form
obtained by the moves and cuts as in ¢g 3 and F; be a canonical form obtained by the moves and
cuts as in ¢p3 and g be g_bR3 f(/_b;?,. We consider E3 and F3 instead of £ and F' and ¢ instead of f
and have that f([vs]) = [v5]-

Continuing this argument, we have that Py, = Pg, holds (thus Aj = A};) for all j > 1 and

we have graphs F; and Fj to replace F;_; and Fj_;, if needed, and ng]fngEj to replace f so
that f;([vjo]) = [v}o] holds for all j > 1. For j = n, we have canonical forms FE, and F}, and an
isomorphism ¢,, : £, = F, such that f([v;o]) = [Ln(vjo)] = [v}p], s0 f = Tp. O

Theorem 5.3 implies the following corollary.

Corollary 5.4. The GCC holds for graphs with disjoint cycles, finitely many vertices
and countably many edges. If ' and F are graphs with disjoint cycles, finitely many vertices
and countably many edges the statement of Theorem 5.3 holds.
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Proof. If E has disjoint cycles and finitely many vertices, then there can be only finitely many
cycles, sinks and infinite emitters and £ is a countable n-S-NE graph for some n. U

5.3. Graph C*-algebra version of the main result. The Graded Strong Isomorphism
Conjecture. If F is a graph, the graph C*-algebra C*(E) of E is the universal C*-algebra generated
by mutually orthogonal projections {p, | v € E} and partial isometries with mutually orthogonal
ranges {s. | e € E'} satisfying the analogues of the (CK1) and (CK2) axioms and the axiom (CK3)
stating that s.s} < ps() for every e € E' (where < is the order on the set of projections given by
p < qif p = pg = qp). [, Definition 5.2.5] has more details. By letting s, ., be s, ...s., and
Sy =py forer,...,e, € E' and v € EY| s, is defined for every path p.

The set {py, se | v € E°, e € E'} is referred to as a Cuntz-Krieger E-family. For such an E-family
and an element z of the unit circle T, one defines a map vZ by vZ(p,) = p, and vF(s.) = zs. and
then uniquely extends this map to an automorphism of C*(FE) (we assume a homomorphism of a
C*-algebra to be bounded and x-invariant). The gauge action v* on T is given by v¥(2) = ~F.
Note that Wf(spsp = z|p|*“”sps; for z € T and paths p and ¢. The presence of the degree |p| — |g| of
pq* in the previous formula explains the connection of this action and the Z-gradings of L¢(F). In
particular, the gauge action induces a Z-grading of C*(E) (see [20, Section 3.1] for more details). If
R is a C*-algebra with an action 8 : T — Aut(R), we say that a homomorphism ¢ : C*(E) — R is
gauge-invariant if 3,¢ = ¢vF for every z € T. In particular, ¢ : C*(E) — C*(F) is gauge-invariant
if vF'¢ = ¢pyF for every z € T.

In the case when the field K is the field of complex numbers C considered with the complex-
conjugate involution, the existence of a natural injective map L¢(E) — C*(E) (see [1, Definition
5.2.1 and Theorem 5.2.9]) implies that if there is a *-isomorphism of L¢(FE) and L¢(F') for graphs E
and F, then there is an isomorphism of C*(E) and C*(F'). In particular, if the algebra #-isomorphism
is graded, then it induces a gauge-invariant isomorphism of the graph C*-algebras. This holds
basically because for ¢ : C*(E) — C*(F) induced by a graded algebra map, both v/'¢(s,s}) and
gzﬁyZE(spsZ) are equal to z‘p|_‘Q|gb(spsZ) for any paths p,q of E.

The natural injection L¢(E) — C*(E) induces a natural monoid isomorphism V(L¢(E)) —
V(C*(E)) (see [, Theorem 5.3.5]) and, in fact, a natural I-monoid isomorphism V' (L¢(E)) —
VI'(C*(F)). This isomorphism maps the elements [v] and [gz] onto themselves, so we have a natural
isomorphism of both V'(L¢(E)) and V' (C*(E)) and ME. Because of this, the graph C*-algebra
version of the main result holds for graph C*-algebras as the following corollary shows.

Corollary 5.5. The GCC holds for the graph C*-algebras of composition S-NE graphs.
If E and F are countable composition S-NE graphs, the conditions (1) to (3) from Theorem 5.3 are
equivalent to the condition that there is a gauge-invariant isomorphism ¢ : C*(E) — C*(F) such
that ¢ = f where f is a map from condition (1) of Theorem 5.3.

Proof. If condition (1) holds and f is a map as in this condition, then there is a graded x-algebra
isomorphism ¢ : Lc(E) — Le(F) such that ¢ = f by Theorem 5.3. The map ¢ extends to a
gauge-invariant isomorphism C*(E) — C*(F'), which we also call ¢, such that ¢ = f. O

Corollary 5.6. The Graded Strong Isomorphism Conjecture holds for composition S-NE
graphs. If E and F are countable composition S-NE graphs, the conditions below are equivalent to
conditions (1) to (3) of Theorem 5.3.

(4) The algebras Lk (E) and Lk(F) are graded isomorphic as algebras.
(5) The algebras Lk (E) and Lk (F) are graded isomorphic as rings.
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(6) The algebras Li(E) and Li(F) are graded isomorphic as x-rings.
(7) The algebras C*(E) and C*(F) are graded isomorphic.

Proof. Since the implications (3) = (4) = (5), (3) = (6) = (5), and (5) = (1) are direct and (1)
= (3) holds by Theorem 5.3, we have that (1) to (6) are equivalent. The equivalence of (1) and (7)
follows by Corollary 5.5. 0J

The diagonal of a Leavitt path algebra of E is the K-linear span of the elements of the form pp*
where p is a path of E. By [16, Theorem 6.1], the equivalent conditions from the theorem above are
also equivalent with the conditions below.

(8) There is a diagonal-preserving graded algebra isomorphism Lg(E) — L (F).
(9) There is a diagonal-preserving graded ring isomorphism Ly (E) — Lk (F).
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